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Preface

Welcome to the International Conference on Robust Statistics 2023 in Toulouse, hosted by the
vibrant city of Toulouse and organized at Toulouse School of Economics!

This conference will gather researchers, scholars, and practitioners from various corners of the
globe, presenting over 80 contributions on the exciting field of robust statistics.

Within the pages of this booklet, you will find a compilation of all the submitted and accepted
abstracts for ICORS2023. This collection represents the diverse range of ideas and discoveries
that will be shared during the conference, offering a glimpse into the cutting-edge research being
conducted in the field of robust statistics.

The scientific and organizing committees hope that this conference will prove to be a fruitful
and enriching experience for all participants, fostering new collaborations, triggering innovative
ideas, and providing a platform for meaningful discussions.

On behalf of the organizing committee, we would like to express our sincere gratitude to all those
who have contributed to making this conference a reality: Airbus, Erasmus School of Economics,
Insee, Meetings Toulouse, Société Française de Statistique, Toulouse School of Economics and
Université Toulouse Capitole.

We wish you an inspiring and memorable conference experience in Toulouse.

Bienvenue à Toulouse!

For the scientific and organizing committees,
Anne Ruiz-Gazen
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• Zäıneb Smida (TSE)

• Cristine Thomas-Agnan (TSE)

xii



Tuesday 23 May 2023

International Conference on Robust Statistics 2023 1



Keynote - Lan Wang (A3)

International Conference on Robust Statistics 2023 2



Lan Wang Statistical Learning for Individualized Decision Rules

Statistical Learning for Individualized Decision

Rules: A Quantile Approach

Lan Wang

Centennial Endowed Professor, Department of Management Science, Miami Herbert
Business School, University of Miami, USA

The problem of finding the optimal individualized decision rule (IDR) or a series of
sequential individualized decision rules based on individual characteristics is impor-
tant for applications in precision medicine, government policies, targeted marketing,
and other areas. Existing work has been mainly focused on the mean-optimal IDR,
which if followed by the whole population would yield the largest average outcome
(assuming a larger outcome is preferable). For a variety of applications, the mean
may not be the most sensible metric, for example, when the outcome has a skewed
distribution. It has also been observed that due to the heterogeneity in treatment
response, the estimated mean-optimal IDR may be suboptimal or even detrimental
to certain disadvantaged subpopulations. This talk will discuss how the quantile
criterion can be used independently or in conjunction with the mean criterion to
address these challenges, the related new methodology, and statistical theory.
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J. Raymaekers and P. Rousseeuw The cellwise MCD estimator

The cellwise Minimum Covariance Determinant

estimator

Jakob Raymaekers1 and Peter J. Rousseeuw2∗

1 Department of Quantitative Economics, Maastricht University, The Netherlands;
j.raymaekers@maastrichtuniversity.nl
2 Section of Statistics and Data Science, University of Leuven, Belgium;
peter@rousseeuw.net
∗Presenting author.

Keywords. Cellwise outliers; Covariance matrix; Likelihood; Missing values;
Sparsity.

The usual Minimum Covariance Determinant (MCD) estimator of a covariance ma-
trix is robust against casewise outliers. These are cases (that is, rows of the data
matrix) that behave differently from the majority of cases, raising suspicion that
they might belong to a different population. On the other hand, cellwise outliers
are individual cells in the data matrix. When a row contains one or more outly-
ing cells, the other cells in the same row still contain useful information that we
wish to preserve. We propose a cellwise robust version of the MCD method, called
cellMCD. Its main building blocks are observed likelihood and a sparsity penalty on
the number of flagged cellwise outliers. It possesses good breakdown properties. We
construct a fast algorithm for cellMCD based on concentration steps (C-steps) that
always lower the objective. The method performs well in simulations with cellwise
outliers, and has high finite-sample efficiency on clean data. It is illustrated on real
data with visualizations of the results.
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E. Cantoni Robust GAMLSS

Robust Fitting for Generalized Additive Models

for Location, Scale and Shape

E. Cantoni1∗

1 Research Center for Statistics and Geneva School of Economics and Management, Uni-
versity of Geneva; eva.cantoni@unige.ch
∗Presenting author

Keywords. Bounded influence function; Nonparametric distributional regression;
Penalized smoothing splines; Robust smoothing parameter selection; Robust infor-
mation criterion.

1 Abstract

The validity of estimation and smoothing parameter selection for the wide class
of generalized additive models for location, scale and shape (GAMLSS) relies on
the correct specification of a likelihood function. Deviations from such assumption
are known to mislead any likelihood-based inference and can hinder penalization
schemes meant to ensure some degree of smoothness for non-linear effects. We
propose a general approach to achieve robustness in fitting GAMLSSs by limiting
the contribution of observations with low log-likelihood values. Robust selection
of the smoothing parameters can be carried out either by minimizing information
criteria that naturally arise from the robustified likelihood or via an extended Fellner-
Schall method. The latter allows for automatic smoothing parameter selection and is
particularly advantageous in applications with multiple smoothing parameters. We
also address the challenge of tuning robust estimators for models with non-linear
effects by proposing a novel median downweighting proportion criterion.

Examples of applications from for [Aeberhard et al. , 2021] and [Ranjbar et al. ,
2021] for continuous and discrete responses variables will be presented.

This is joint work with W. Aeberhard, V. Chavez-Demoulin, K. Jaton, G. Marra,
R. Radice and S. Ranjbar.
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S-estimation in linear models with structured

covariance matrices

H.P. Lopuhaä1∗, V. Gares2 and A. Ruiz-Gazen3

1 DIAM, Delft University of Technology; h.p.lopuhaa@tudelft.nl.
2 Institut National des Sciences Appliqués de Rennes
3 TSE, University of Toulouse Capitole
∗ Presenter

Keywords. S-estimators and S-functionals; Breakdown point; Influence function;
Asymptotic distribution, Structured covariance.

Linear models are widely used and provide a versatile approach for analyzing corre-
lated responses, such as longitudinal data, growth data or repeated measurements.
In such models, each subject i, i = 1, . . . , n, is observed at ki occasions, and the
vector of responses yi is assumed to arise from the model

yi = Xiβ + ui,

where Xi is the design matrix for the ith subject and ui is a vector whose covariance
matrix can be used to model the correlation between the responses. One possibility
is the linear mixed effects model, in which the random effects together with the
measurement error yields a specific covariance structure depending on a vector θ
consisting of some unknown covariance parameters. Other covariance structures
may arise, for example if the ui are the outcome of a time series.

To be resistant against outliers, robust methods have been investigated for linear
mixed effects models. This mostly concerns S-estimators, originally introduced in
the multiple regression context by Rousseeuw & Yohai [1984] and extended to mul-
tivariate location and scatter in Davies [1987], to multivariate regression in Van
Aelst & Willems [2005], and to linear mixed effects models in Copt & Victoria-Feser
[2006].

In this talk I will provide a unified approach to S-estimation in balanced linear
models with structured covariance matrices. The balanced setup is already quite
flexible and includes several specific multivariate statistical models. Of main inter-
est are S-estimators for linear mixed effects models, but our approach also includes
S-estimators in several other standard multivariate models, such as multiple regres-
sion, multivariate regression, and multivariate location and scatter. I will provide
sufficient conditions for the existence of S-functionals and S-estimators, establish

International Conference on Robust Statistics 2023 1
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their asymptotic properties, such as consistency and asymptotic normality, and de-
rive their robustness properties in terms of breakdown point and influence function.
All results are obtained for a large class of identifiable covariance structures, and are
established under very mild conditions on the distribution of the observations, which
goes far beyond models with elliptically contoured densities. In this way, some of
the results are new and others are more general than existing ones in the literature.

Existence of S-estimators and S-functionals is established under mild conditions.
Although existence of the estimators seems a basic requirement, such results are
missing for instance for multivariate regression and for linear mixed effects mod-
els. Robustness properties for S-estimators, such as breakdown point and influence
function, are obtained under mild conditions on collections of observations and un-
der mild conditions on the distribution of the observations. High breakdown and a
bounded influence function seem basic requirements for a robust method, but both
properties are not available for linear mixed effects models. For multivariate re-
gression, the influence function is only determined at distributions with an elliptical
contoured density. Finally, consistency and asymptotic normality for S-estimators
are established under mild conditions on the distribution of the observations. A
rigorous derivation is missing for multivariate regression, or is only available for
observations from a normal distribution.

The asymptotic results, such as influence function and asymptotic normality, are
applied to the special case for which the distribution of the observations corresponds
to an elliptically contoured density. Somewhat surprisingly, the asymptotic variances
of our S-estimators for linear mixed effects models in which the response has an
elliptically contoured density, differ from the ones found in Copt & Victoria-Feser
[2006]. This difference is investigated by means of a simulation study.

References

Copt, S. & Victoria-Feser, M.-P. (2006). High-breakdown inference for mixed linear
models. Journal of the American Statistical Association, 101(473):292–300, 2006.
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Robust density estimation in total variation

distance under a shape constraint

Y. Baraud1, H. Halconruy1 and G. Maillard1∗

1 University of Luxembourg; yannick.baraud@uni.lu, helene.halconruy@devinci.fr, guil-
laume.maillard@uni.lu.
∗Presenting author

Keywords. Robust Estimation; Density Estimation; Nonparametric Estimation;
Shape Constraints.

1 Introduction

We solve the problem of estimating the distribution of presumed i.i.d observations
for the total variation loss. Our approach is based on density models and is versatile
enough to cope with many different ones, including some density models for which
the Maximum Likelihood Estimator (MLE for short) does not exist. We mainly
illustrate the properties of our estimator on models of densities on the line that
satisfy a shape constraint. We show that it possesses some similar optimality prop-
erties, with regard to some global rates of convergence, as the MLE does when it
exists. It also enjoys some adaptation properties with respect to some target densi-
ties in the model for which our estimator is proven to converge at a parametric rate.
More important is the fact that our estimator is robust, not only with respect to
model mis-specification, but also to contamination, the presence of outliers among
the dataset and the equidistribution assumption. This means that the estimator
performs almost as well as if the data were i.i.d with density p in a situation where
these data are only independent and the average of the marginal densities is close
in total variation to a distribution with density p. We also show that our estima-
tor converges to the average density of the data, when this density belongs to the
model, even when none of the marginal densities belong to it. Our main result
on the risk of the estimator takes the form of an exponential deviation inequality
which is non-asymptotic and involves explicit numerical constants. We deduce from
it several global rates of convergence, including some bounds for the minimax L1

risks over the sets of concave and log-concave densities. These bounds derive from
some specific results on the approximation of densities which are monotone, convex,
concave and log-concave. Such results may be of independent interest.
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2 Main results

Let X1, . . . , Xn be independent real-valued random variables with marginal densities
(p∗i )1≤i≤n. Let

p∗ =
1

n

n∑

i=1

p∗i .

Consider the modelsMk,M1
k of densities which are respectively piecewise monotone

and piecewise convex or concave on a subdivision of R into k intervals, as well as the
modelMLC of log-concave densities on the line. Let OD(M) denote the subsets of
M consisting of piecewise constant, piecewise affine and piecewise log-affine densities
with D pieces, whenM =Mk,M1

k orMLC , respectively. Our density estimators
p̂M onM∈

{
Mk,M1

k,MLC
}
are such that

E [∥p̂M − p∗∥1] ≤ inf
D≥1

{
3 inf
p∈OD(M)

∥p− p∗∥1 + c

√
D + k

n

}
,

where c is a numerical constant (independent of k) and ∥ · ∥1 denotes the L1 norm
[Baraud et al., 2022, Theorems 2,5,8].

This oracle inequality implies that our method is robust and adaptive. Bounds on the
approximation error yield results which match the (minimax-optimal) performance
of the MLE when it is defined, both in the log-concave and monotone settings.
We are also able to handle unbounded densities with infinite support, including
heavy-tailed ones [Baraud et al., 2022, Corollary 2], which is new to the best of
our knowledge. In the case of bounded convex or concave densities supported on a
bounded interval, we also obtain the following new risk upper bound [Baraud et al.,
2022, Theorem 7]

E
[
∥p̂M1

3
− p∗∥1

]
≤ C

n4/5
log2/5

(
1 +
√
2ΓLV

)
+

C√
n
,

where C is a numerical constant, L is the length of the support, V the total variation
of p∗ on its support and Γ ∈ [0, 1] is zero when p∗ is affine on its support.
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1 Abstract

We present robust minimum empirical divergence estimators for moment condition
models, based on truncated orthogonality functions and dual forms of divergences.
Asymptotic properties of these estimators are presented and discussed. For moment
condition models invariant with respect to additive or multiplicative transformations
groups, these estimators are also equivariant. For models invariant with respect
to additive groups, Pitman type estimators are proposed. Approximations of the
Pitman estimator are given and it is shown that these approximations represent
robust estimators for the model parameter. Some examples based on Monte Carlo
simulations illustrate the performance of the estimation methods.
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1 General Information

Handling missing data is an inevitable issue in many empirical studies, especially
when the data are directly collected from human beings or strongly linked to the
subjects’ behaviors. It is called missing at random or ignorable if the propensity
of missing data depends only on the observed values. In applications, however, the
propensity is usually nonignorable in the sense that its distribution not only depends
on the observed data but also the unobserved ones. Nonignorable missing data are
prevalent in surveys in social sciences as well as in patient reported outcomes in
biomedical studies.

In this paper, we denote Y as the outcome variable and X a p-dimensional covariate.
We consider the situation that X is fully observed but Y is subject to nonignorable
missingness. We encode R as the indicator of observing Y in that R = 1 if Y is
observed and R = 0 otherwise. Throughout, the propensity model is defined as

π(y,x) ≡ pr(R = 1 | y,x),
which does not necessarily depend on all variables in X but does depend on Y
because of the nonignorable missingness. The key question is: what type of as-
sumption is appropriate on the propensity model π(y,x) for nonignorable missing
outcome data?

By constructing sufficiently many estimating equations, Shao &Wang [2016] showed
that the parameter β can be consistently estimated if one can find some part of X,
say, Z, that is not involved in π(y,x); that is, if X = (UT,ZT)T and

logit π(y,x) = logit π(y,u,β, g) = h(y,β) + g(u), (1)
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where the dimensions of U and Z are q and p − q, respectively. The variable Z is
termed nonresponse instrument or shadow variable in the nonignorable missing data
literature. In the estimation method presented in Shao & Wang [2016], however, an
estimator of g(u) is required. Although g(u) per se does not have missing data, its
estimation is not stand-alone and involves modeling of missing data or estimation of
other unknown components. Shao & Wang [2016] adopted the profiling approach,
and estimated ĝ(u,β) via the standard kernel estimation for every fixed value of β.
Since ĝ(u,β) has to be repeatedly estimated in the algorithm, the whole procedure
is computationally expensive. Unfortunately, this approach brings tremendous com-
plexity for end-users and it limits the applicability of the semiparametric propensity
model to wider practice.

2 Our Contribution

In this paper, we adopt the model in (1) and propose a completely novel estimation
framework which consistently estimates the unknown quantities of interest, without
either estimating or modeling the nonparametric component g(u). In other words,
our method has the robustness property against the misspecification of g(u).

We first consider the estimation of β. Through extensive and careful derivations,
we discover that our framework allows the consistent estimation of β without cor-
rectly estimating g(u). We then extend our framework to the estimation of θ that
satisfies E{ζ(X, Y,θ)} = 0 for a given function ζ(·). We show that, once β can be
consistently estimated without estimating g(u), θ can also be consistently estimated
without estimating g(u). Note that, θ, such as E(Y ), is the quantity of interest in
most applications, but here we single out β as a quantity of interest as well because
its estimation is crucial for estimating θ. In other words, β is of interest due to its
supporting role.

The nonparametric component g(u) is regarded as a nuisance in a semiparametric
model, and its effect to estimating β and θ is projected to an orthogonal direction
via the semiparametric treatment. Our estimation procedure only needs a working
model of g(u) for the implementation, and this working model does not have to
contain the true g(u). Thus, our method has the robustness property against the
misspecification of g(u). Importantly, we find out that such a robustness does not
inherit from the standard robustness in the traditional semiparametric literature,
where often the orthogonal projection itself is sufficient to guarantee the robustness.
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Anomaly detection [Chandola et al., 2009] is a branch of machine learning which
aims at identifying observations that exhibit abnormal behavior. Be it measurement
errors, disease development, severe weather, production quality default(s) (items)
or failed equipment, financial frauds or crisis events, their on-time identification,
isolation and explanation constitute a necessary task in almost any branch of indus-
try and science. Since contemporary technological level allows for recording large
amounts of data at potentially high frequency, the question of anomaly detection
in the functional setting becomes increasingly important. This is amplified by the
richness of the infinitely dimensional space and non-negligible occurrence probabil-
ity of unexpected types of anomalies, i.e. those not present in the training sample.
This multitude of abnormalities demands a non-parametric methodology for their
identification, while robustness requirement suggests data treatment directly in the
functional space (different to first projecting it onto a finite-dimensional basis).

Current presentation advocates that—in a number of practical situations—functional
data depth [Nieto-Reyes & Battey, 2016, Gijbels & Nagy, 2017] appears to be an effi-
cient tool for anomaly detection. Data-depth-based methodology treats observations
directly as functions, thus transferring depth’s robustness properties, being crucial
for the anomaly detection task, to functional data. Though still retaining compu-
tational challenges, today, data depth methodology includes a number of functional
depth notions that possess (together with robustness) such attractive properties
as non-parametricity and desired invariances, with functional halfspace [Claeskens
et al., 2014], area-of-the-convex-hull [Staerman et al., 2020], or curve [Lafaye De
Micheaux et al., 2021] depths being only a few examples.

A natural question arises: which depth notions are better suited for the functional
anomaly detection problem at hand? Hubert et al. [2015] suggest a taxonomy of
abnormal observations, but complexity of the functional space (i) embroils attribu-
tion of real-data anomalies to pre-defined types and (ii) generates a multitude of
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case-specific sorts of anomalies; see Staerman et al. [2022] for a detailed benchmark
study that involves real data. This work is thus an attempt to provide practically
important insights into choice and application of depth notions by show-casing their
usefulness for anomaly detection in different settings and by benchmarking with the
state-of-the-art methods. Simulated and real data explored in the experiments here
are expected to attract attention and gain applicant’s trust to the depth methodol-
ogy.
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1 Abstract

Multivariate functional data refer to a sample of multivariate functions generated
by a system involving dynamic parameters depending on continuous variables (e.g.,
multivariate time series). Outlier detection in such a context is a challenging problem
because both the individual behavior of the parameters and the dynamic correla-
tion between them are important. We propose identifying outliers in multivariate
functional data whereby different outlying features are captured based on mapping
functions from differential geometry Lejeune et al. [2020a,b]. In this regard, we
extract shape features reflecting the outlyingness of a curve with a high degree of
interpretability. As an industrial application, we consider the task of flight online
turbulence detection since the relationships between multiple parameters (i.e. air-
craft sensors) contain useful information indicating upcoming turbulence Li et al.
[2021].

Although it is possible to apply the offline method in real time by adding a sliding
window, such a way of approximating raw time series needs to store all the data in
the window. Indeed, the usual functional data approximation uses least squares to
calculate the coefficients of the basis functions which demands the availability of the
entire time series. To tackle this problem, we propose a new method called FUTURA
for FUnctional shape feature for real time TURbulence Alerting. Compared to
the original shaped based anomaly detection original method, FUTURA couples
steady state Kalman Filter, instead of least squares, for functional approximation
and extract the functional shape feature with mapping functions in a recursive way.
FUTURA not only makes real-time turbulence prediction become possible due to its
incremental nature and low computation complexity, but also captures the dynamic
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relation between multiple variables which helps identify and predict turbulence. The
experimental results show that FUTURA can predict 36.5% of the severe turbulence
cases (true positive rate) thirty seconds in advance while keeping a zero false positive
rate, which meets the zero false alarm requirement for optimizing the passenger
experience and the aircraft operational reliability.
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1 Abstract

Profile monitoring is a statistical quality control technique used to assess the sta-
bility across time of a process, i.e., to identify the presence of special sources of
variation, when one (univariate) or more (multivariate) quality characteristics are
in the form of functional data. Large volumes of profile data are collected using
modern production techniques in Industry 4.0 applications. However, these data
are usually contaminated by anomalous observations in the form of casewise and
cellwise outliers. Outliers must thus be taken into account by profile monitoring
methods since they substantially impact the monitoring performance. In order to
do this, we provide a novel framework called robust multivariate functional control
charts (RoMFCC) that can monitor a multivariate functional quality characteristic
while being robust to both functional casewise and cellwise outliers. The RoM-
FCC framework is made of four elements, i.e., a univariate filter to find functional
cellwise outliers that are replaced by missing components, a robust functional data
imputation technique, a casewise robust dimensionality reduction, and a monitoring
strategy for the multivariate functional quality characteristic. A Monte Carlo simu-
lation study is performed to evaluate the monitoring performance of the RoMFCC
compared to competing approaches already proposed in the literature. The RoM-
FCC is then used in a real-case study to monitor a resistance spot welding process
in the automotive industry.
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When a multivariate dataset contains many variables one often reduces its dimension
by principal component analysis (PCA). In its basic form PCA is not robust to
outliers.

If contamination only occurs in a minority of the objects, ’standard’ robust PCA
methods that can handle rowwise outliers can be applied. However in high-dimensional
or functional data it is very likely that most or even all objects contain some cor-
rupted values (cells), hence these rowwise methods will fail.

MacroPCA is a recent PCA method that is robust against both cellwise and rowwise
outliers (Hubert et al. 2019). At the same time, the algorithm can cope with missing
values. Several simulations and real datasets illustrate its robustness. New residual
maps are introduced, which help to determine which variables are responsible for
the outlying behavior. The method is also well-suited for online process control.

We illustrate its performance on high-dimensional and functional data, such as
videos where robust PCA can be applied for foreground-background separation.
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We introduce and study a family of robust estimators for the functional logistic re-
gression model whose robustness automatically adapts to the data thereby leading to
estimators with high efficiency in clean data and a high degree of resistance towards
atypical data. The estimators are based on the concept of power divergence between
densities and may be formed by any combination of lower rank approximations and
penalties, as the need arises. For these estimators we prove uniform convergence and
high rates of convergence with respect to the commonly used prediction error under
only mild assumptions. The highly competitive practical performance of our pro-
posal is illustrated on a simulation study and a real data example involving atypical
observations.
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1 Abstract

We observe n of pairs of random variables X1 = (W1, Y1), . . . , Xn = (Wn, Yn) that
are presumed to be i.i.d. and we consider the problem of estimating the conditional
distribution L(Y |W ) of the second coordinate given the first. We model this con-
ditional distribution L(Y |W ) as an element of a given single-parameter exponential
family P = {Pθ, θ ∈ Θ} for which the value of the parameter θ = θ(W ) is an
unknown function of the first coordinate of the pair. We provide an estimator of the
conditional distribution L(Y |W ) based on our observations and analyse its perfor-
mance not only when the statistical model is exact, as commonly done in statistics,
but also when it is possibly misspecified (the pairs X1, . . . , Xn are independent but
not exactly i.i.d., the data set contain outliers, the true conditional distribution
L(Y |W ) does not belong to the chosen exponential family P , etc). The estimator is
based on new estimation strategy, called ρ-estimation, the theory of which has been
developed in the series of paper Baraud and Birgé [2018] and Baraud et al. [2017].
We establish non-asymptotic risk bounds and show that our estimator is robust to
a possible departure from the hypotheses we started from. Finally we provide an
algorithm to compute the estimator in low or medium dimensions and compare its
performance to that of the celebrated maximum likelihood estimator.
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1 Introduction

Partially linear models (PLMs) have still been studied with interest by researchers
known as semi-parametric models. These models put in an extra non-parametric
component to the linear relation between response and explanatory variables, which
are considered fundamental tools for modeling economic and biometric data sets
(for more detail see Vanegas et al. [2015], Relvas et al. [2016], Ferreira et al.
[2017], Ferreira et al. [2022], Doğru & Arslan [2022] and etc.). Generally, it is as-
sumed that the error term in the PLM has a normal distribution. However, the data
sets can have skewness and/or heavy-tailedness and heteroscedasticity problems; so
modeling the PLM under normality will be ruined by these problems. Therefore,
in this study, we consider proposing the heteroscedastic PLM (HPLM) under skew
Laplace normal (SLN) distribution (Gómez et al. [2007]) to model skewness and
heavy-tailedness simultaneously under the existence of heteroscedasticity. The SLN
distribution is a very flexible distribution thanks to its huge range of skewness.

2 HPLM based on the SLN distribution

The PLM based on the SLN distribution can be defined as

yi = xi
Tβ + f(ti) + εi, i = 1, 2, · · · , n (1)

where yi is the response, xi is a p × 1 vector of the explanatory variable, β is a
p×1 vector of regression parameter, ti is a scalar which shows a value of continuous
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F.Z. Doğru & O. Arslan HPLM with the SLN distribution

covariate, f(·) is a smoothing function, and εi shows the error term which has an
SLN distribution (εi ∼ SLN(0, σ2, λ)) given with the following probability density
function (pdf):

f(y) = 2fL(y;µ, σ)Φ

(
λ
y − µ
σ

)
, −∞ < y <∞,

where fL(y;µ, σ) represents the pdf of the Laplace distribution which is defined as:

fL(y;µ, σ) =
1

2σ
exp−|y − µ|

σ
,

and Φ is the cumulative distribution function of the standard normal distribution.
We extend the PLM under the SLN distribution in the existence of heteroscedasticity
and the error term will form as:

εi ∼ SLN(0, σi
2, λ), σi

2 = σ2mi(ρ, zi), i = 1, · · · , n, (2)

where mi(ρ, zi) is known continuously differentiable positive function, zi consists
of the values of the explanatory variables, and ρ is the unknown parameter vector.
Now, we can call the proposed model HPLM-SLN.

In this study, for the model given in (1) with the error term in (2), we will estimate
the parameters of the HPLM-SLN using the ML estimation method. Furthermore,
the ML estimators will be obtained via the expectation/conditional maximization
(ECM) algorithm. We will give some applications for illustrating the applicability
of the proposed HPLM-SLN.
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1 Introduction

Consider the linear regression model

Yn = Xnβ + Zn

with with observations Yn = (Y1, . . . , Yn)> and variables Zn = (Z1, . . . , Zn)>, i.i.d.
and unobservable, distributed according unknown distribution function F. The de-
signed matrix X of order n × (p + 1) is known and xi0 = 1 for i = 1, . . . , n (i.e.,
β0 is an intercept). All inference on Z and on F is possible only by means of Y,
either after estimating the unknown parameter β = (β0, β1, . . . , βp)

>, or by using a
procedure invariant to β. Our problem is to estimate the possible loss of an asset
or a portfolio Z in a given period and with a particular confidence level α by means
of the expected shortfall equal to CVaRα(Z) = (1− α)−1

∫ 1

α
F−1(t)dt.

It has been shown by Bassett et al. (2004) that

CVaRα(Z) =
1

1− α min
ξ∈R

ρα(Z − ξ) + EZ

where ρα(z) = z (α− I[z < 0]) , z ∈ R is the quantile criterion function such that
the solution of the minimization minξ∈R ρα(X−ξ) is the α-quantile of Z. Hence, if in-
dependent observations Z1, Z2, . . . , Zn of Z were available, the estimate of CVaRα(Z)
could be obtained from the empirical quantile function based on the order statistics
Zn:1 ≤ Xn:2 ≤ . . . ≤ Zn:n. It would have the form:

ĈVaRα(X) =
1

bn(1− α)c
n∑

i=bn(1−α)c
Zn:i.

However, because only the observations of Y are available, we should look for an
alternative solution of explicit estimating of CVaRα(Z). A possible estimate can be
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based on the regression quantile of the model or on its functional, e.g. on its intercept
component, on the average regression quantile or on the two-step regression quantile
with an R-estimate of its slope componens.
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Abstract

We propose a general robust framework to construct weak instrument robust testing
procedures that are also robust to outliers in the linear instrumental variable model.
The framework is constructed upon M-estimators and we show that the classical
weak instrument robust tests, such as the Anderson & Rubin [1949] test and the
Moreira [2003] conditional likelihood ratio (CLR) test can be obtained by specifying
the M-estimators to be the Least Squares estimators. As it turns out that the
classical testing procedures are not robust to outliers, we show how to construct
robust alternatives. In particular, we show how to construct a robust CLR statistic
based on Mallows type M-estimators and show that its asymptotic distribution is
the same as the (classical) CLR statistic. The theoretical results are corroborated
by a simulation study. Finally, we revisit three empirical studies affected by outliers
and apply the robust CLR test to re-evaluate their results.
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1 Abstract

Statistical knowledge about the occurrence of extreme phenomena is increasingly
necessary in different fields, namely, in economics, financial investments, epidemiol-
ogy, weather conditions, floods or droughts. Often those phenomenons happen in
successive observations, constituting clusters of dependent observations that exceed
some fixed thresholds. It is known that under stationary and dependence condi-
tions the limit distribution of the maxima can depend on a parameter named the
extremal index. When it exists, the extremal index is related with the limit mean
clusters dimension, i.e., the mean number of successive exceedances (Ferro & Segers
[2003]). We propose to estimate the extremal index with a robust estimator which
was developed for counting processes with too many zeros (see Aeberhardt et al.
[2014]), as it happens when dealing with exceedances from a fixed high threshold.
The estimator is defined in the framework of a Negative Binomial regression. The
inverse of the link function corresponds to the estimate of the mean clusters size
dimension and it is taken as the reciprocal of the extremal index estimate. We
carried out a simulation study considering different types of dependence structures.
The performance of the proposed estimator is compared with traditional estimation
procedures both in the assumed models and in the contaminated models generated
by mixture models.
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1 Abstract

By incorporating prior information into robust regression, we propose a very robust
regression algorithm, which accurately recover the true parameters under adaptive
adversarial attack (AAA). The common existence of noise and data corruption has
led to the rapid development of robust regression. However, the AAAs aiming at
data characters are more destructive and difficult to be detected, especially when
a certain proportion of the response variables have been corrupted. Most robust
regression algorithms fail to achieve good results under this attack.

This work is an extension of the previous work Fan et al. [2022], which can re-
sist AAAs effectively but will have an unavoidable estimation error. Current work
further improves the breakdown point of the algorithm when facing AAAs by in-
corporating prior information. Meanwhile, we innovatively propose an iterative
algorithm, which eliminate the estimation error through iteration steps. This mod-
ification greatly improves the accuracy of the algorithm, resulting in the excellent
performance in both oblivious adversarial attack and adaptive adversarial attack.
Extensive experiments show that, under different dataset attacks, our algorithms
achieve state-of-the-art results compared with other benchmark algorithms, demon-
strating the robustness of the proposed approach.
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Abstract. A major concern when dealing with financial time series involving a
wide variety of market risk factors is the presence of anomalies. These induce a
miscalibration of the models used to quantify and manage risk, resulting in po-
tential erroneous risk measures. We propose an approach that aims at improving
anomaly detection in financial time series, overcoming most of the inherent diffi-
culties. Valuable features are extracted from the time series by compressing and
reconstructing the data through principal component analysis. We then define an
anomaly score using a feedforward neural network. A time series is considered to
be contaminated when its anomaly score exceeds a given cutoff value. This cutoff
value is not a hand-set parameter but rather is calibrated as a neural network pa-
rameter throughout the minimization of a customized loss function. The efficiency
of the proposed approach compared to several well-known anomaly detection algo-
rithms is numerically demonstrated on both synthetic and real data sets, with high
and stable performance being achieved with the PCA NN approach. We show that
value-at-risk estimation errors are reduced when the proposed anomaly detection
model is used with a basic imputation approach to correct the anomaly.

Keywords. Anomaly detection; Financial time series; Principal component anal-
ysis; Neural network; Value at risk.
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1 Introduction

In this work, various clustering approaches were applied on irregular vibration time
series sensor measurements of a rotating machine in a highly radioactive industrial
environment. Our aim is to identify uncontrolled anomalous high vibration modes
usually leading to production delays in order to prevent machine failure. This study
represents the first step towards the development of predictive maintenance models.

2 Methodology and Results

The study raw dataset consisted of 740 chronologically ordered vibration sequences
sampled at 30 seconds where a sequence represents a machine operating cycle with
a 24 hours average total duration.

Given the right dataset representation, clustering methods were applied on time
series, scalar and functional data respectively. The main goal was to detect all the
machine vibration modes especially those anomalous high vibration modes. Those
methods were evaluated and compared as shown in Table 1.

In the end, functional data clustering led to better insights relevant to the machine
vibration modes given their high silhouette scores. The resulted clusters were also
validated by plant operators and process engineers as nominal, alert and alarm real
operating ranges of the machine (see Fig.1).
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Time series clustering
Algorithm Optimal number of clusters Silhouette score

Kmeans + DTW (Tavenard et al. [2006]) 4 0.4
Clustering with scalar data

Kmeans + Euclidian 4 0.32
Dbscan 6 0.4

Functional data clustering
FunHDDC (Jacques & Preda [2014]) 3 0.45

FunFEM (Bouveyron & Jacques [2015]) 3 0.47
Kmeans + Lp-metric (Ramsay et al. [2014]) 3 0.52

Table 1: Evaluation of studied clustering approaches.

Figure 1: Identification of the machine vibration modes with Kmeans + Lp-metric.
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Abstract

The exploration and analysis of large high-dimensional data sets calls for well-
thought techniques to extract the salient information from the data, such as co-
clustering [Govaert & Nadif, 2014]. Latent block models cast co-clustering in a
probabilistic framework that extends finite mixture models to the two-way setting.
In addition to being high-dimensional, real-world data sets often contain anomalies
which could be of interest per se and may make the results provided by standard,
non-robust procedures unreliable. Also the estimation of latent block models can be
heavily affected by contaminated data. Therefore, we propose a method to compute
robust estimates for latent block models. The proposed algorithm combines impar-
tial trimming [Cuesta-Albertos et al., 1997] with a block Classification Expectation-
Maximisation (CEM) algorithm [Celeux & Govaert, 1991], which aims to maximise
the complete-data likelihood of the model. Experiments on both simulated and real
data show that our method is able to resist high levels of contamination and can
provide additional insight into the data by highlighting possible anomalies.
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Anomaly detection is of particular interest in many areas like industrial applications.
This is a challenging unsupervised task as it involves identifying observations that
are only outlying on a subspace of the original variables. Nowadays, with the rise
of sensor data, the task is even more complex as the measurement values become
some curves. This functional framework leads to new challenges for identifying
outliers, i.e curves that behave differently from the main bulk of the data either in
magnitude, in amplitude or in shape, in the entire curve or only in some parts. We
compare three main approaches suitable to this context. First, we investigate the
Massive Unsupervised Outlier Detection (MUOD) method introduced by Azcorra
et al. [2018] which computes some simple interesting metrics for functional data.
Then, we focus on the functional version of the Invariant Coordinate Selection (ICS)
method suggested by Archimbaud et al. [2022], which has been proven useful for
outlier detection. Finally, we consider the functional isolation forest (FIF) method
introduced by Staerman et al. [2019], which is an extension of the isolation forest
algorithm. We illustrate which methods are the most suitable to identify some kinds
of outliers on some simulated examples.
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ber). Functional isolation forest. In Asian Conference on Machine Learning (pp.
332-347). PMLR.

International Conference on Robust Statistics 2023 1
International Conference on Robust Statistics 2023 41



C. Amado and M. Souto de Miranda MDE in Poisson hurdle model

Minimum Distance Estimators in Poisson hurdle

model

C. Amado1∗ and M. Souto de Miranda2

1 CEMAT, IST-Universidade de Lisboa, Portugal; conceicao.amado@tecnico.ulisboa.pt
2 CIDMA, Universidade de Aveiro, Portugal; manuela.souto@ua.pt
∗Presenting author

Keywords. Hurdle model; Minimum distance estimators; Robustness, Zero trun-
cated Poisson.

1 Hurdle Poisson Model

Several situations are described by counting processes that include a great num-
ber of zeroes. For instance, the number of times each person visits the doctor per
month; the number of days that temperature in a specific location exceeds a deter-
mined degree; or, in general, the number of exceedances of a threshold along a fixed
period. Typically, that type of occurrences is modelled with finite mixture models,
namely, with a zero-inflated model or with a hurdle model (also called two-steps
or conditional model). The knowledge of the real data generating process and the
goals should point out the choice.

2 Estimation

Under precise and strict stochastic assumptions, maximum likelihood is employed
to fit the Poisson hurdle model; however, when these assumptions are not validated,
the performance of these estimators decays.

This work discusses minimum distance estimation method in the Poisson hurdle
model. A numerical study compares the minimum distance estimator’s performance
with other well-known estimators.
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A common empirical methodology is to model an outcome variable as a linear func-
tion of discrete and continuous covariates as

yi = β0 + z′iβz + w′
iβw + εi,

where yi is a scalar outcome, zi a vector of discrete covariates, and wi a vector
of continuously distributed covariates. In social sciences, a prominent example of a
discrete covariate zi is a set of controls for an individual’s background characteristics,
such as gender, age, and years of education.

Researchers need outlier robust methods for estimation and inference in such models.
If non-robust methods, such as least squares, are used, a small share of outlying
observations can have a large influence on the resulting estimates. Least trimmed
squares (LTS) [Rousseeuw, 1984] is a popular robust estimator that is reported to
have desirable properties, such as a high breakdown point and a resistance to bad
leverage points.

Unfortunately, previous literature has not fully explored the use of LTS in models
that include discrete covariates. In particular, we are not aware of previous stud-
ies that would explicitly explain how to compute the LTS estimator and use it to
conduct statistical inference in such models.

We show that LTS can be used for statistical inference in linear regression models
that have both discrete and continuous covariates. We propose an updated defini-
tion of LTS that is particularly suited for models that include discrete covariates.
The computation of this LTS estimator can be done with a simple modification of
the popular fast-LTS algorithm [Rousseeuw and van Driessen, 2006]. Leveraging a
recently proposed LTS framework [Berenguer-Rico et al., forthcoming], we establish
a set of conditions needed for asymptotic LTS inference in the presence of discrete
covariates.

Our updated LTS definition is a simple modification of standard LTS that explic-
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itly restricts the estimator to search over subsets with non-singular design matri-
ces. This sidesteps a known issue with non-invertibility that often arises when the
model includes discretely supported covariates. This updated estimator preserves
the core features of standard LTS, which means we can use the LTS framework
of Berenguer-Rico et al. [forthcoming] to derive its asymptotic distribution, and a
simple adaptation of the fast-LTS algorithm to compute it in practice.

Our main theoretical contribution is to offer applied researchers a clear set of as-
sumptions they can use to validate LTS asymptotic inference in models that include
discrete covariates. The key condition we require is a restriction on the share of
observations that have covariates lying on a lower dimensional hyperplane. This
condition mirrors existing literature, where a related hyperplane condition has been
shown to determine the finite sample breakdown point of LTS and other robust
estimators [Mili and Coakley, 1996].
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1 Abstract

Statistical depth provides robust nonparametric tools to analyze distributions. Depth
functions indeed measure the adequacy of distributional parameters to underlying
probability measures. In the location case, the celebrated (Tukey) halfspace depth
has been widely studied and its robustness properties amply discussed. Recently,
depth notions for scatter parameters have been defined and studied. The robustness
properties of this latter depth function remain, however, largely unknown.
In this paper, we discuss the robustness of several scatter depth functions. For
example, we consider the scatter halfspace depth, whose expression is given by

HDsc(Σ,P) = inf
||u||=1

min
(
P
[
|u′(X − TP)| ≤

√
u′Σu

]
,P
[
|u′(X − TP) ≥

√
u′Σu

])
,

with TP a location estimator. In the known location case, the influence function is
bounded and takes the form

IF(z,HDsc(Σ,P)) = I[z ∈ A]−HDsc(Σ,P),

for A = A(P), an appropriate set that depends on the distribution. In the general
case of absolutely continuous distribution with unknwon location TP, we provide
mild conditions on P under which we bound the influence function as

−HDsc(Σ,P) + g(IF(z, TP)) ≤ IF(z,HDsc(Σ,P)) ≤ 1−HDsc(Σ,P) + g(IF(z, TP)).

Subsequently, we also discuss the behaviour of the scatter depth when the distribu-
tion is discrete. The influence function of the scatter halfspace depth median, i.e.
the matrix maximizing the scatter halfspace depth is also provided for elliptical dis-
tributions. We conclude by conducting some simulations to compare the efficiency
of the different scatter depth functions.
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Tandem clustering is a well-known technique for dealing with high-dimensional or
noisy data to better identify clusters. This is a sequential approach based on first
reducing the dimension of the data and then performing the clustering. The most
common method, based on principal component analysis (PCA), has been criticized
for only focusing on maximizing inertia and not necessarily preserving the structure
of interest for clustering. Therefore, we suggest a new tandem clustering approach
based on invariant coordinate selection (ICS). This multivariate method is designed
to identify the structure of the data by jointly diagonalizing two scatter matrices,
while maintaining the affine invariance of the new coordinates. More specifically,
some theoretical results proved that under some elliptical mixture models, the first
and/or last components are carrying the information regarding the clustering struc-
ture. However, despite the attractive properties of ICS, the method has not been
studied much in the context of clustering but mostly for outlier detection purposes.
The issues of choosing the pair of scatter matrices and the components to keep are
the two challenges that must be addressed. For clustering purposes, we suggest that
the best scatter pairs consist of one matrix which captures the within-cluster struc-
ture and another which captures the global structure. To this end, the local shape
or pairwise scatters prove to be good choices for estimating the within-structure. In
addition, we also investigate the use of the well-known minimum covariance determi-
nant (MCD) estimator based on a smaller-than-usual subset size. The performance
of ICS as a dimension reduction method is evaluated to determine its ability to pre-
serve the cluster structure of the data. We conducted a large simulation study and
applied it to benchmark data sets. We tested various combinations of scatter matri-
ces, component selection criteria, and the effects of the presence of outliers. Results
indicate that the ICS-based tandem clustering method has superior performance
over PCA, and thus is a promising approach.
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CCA (Canonical Correlation Analysis) is widely applied to measure the association
between multivariate data sets, but the classical method is neither robust in the
presence of atypical observations, nor does it lead to sparse canonical vectors, and
thus it is not suitable for high-dimensional data with more variables than observa-
tions. While there are several approaches to achieve robustness or sparsity, only the
alternating regression method proposed by Wilms & Croux [2015] combines both
objectives. Higher-order canonical correlations, however, cannot be derived directly
using this algorithm.

We propose to reformulate the CCA objectives as an optimization problem with
constraints, which allows for a direct statement of regularization conditions and a
flexible choice of a covariance estimator. Let x and y denote a p- and q-dimensional
random variable, respectively, and Σxx,Σyy and Σxy the corresponding covariance
matrices. The first canonical correlation coefficient ρ1 and the first pair of canonical
vectors (a1, b1) are given as a solution of the optimization problem

max
a∈Rp,b∈Rq

a′Σxyb (1)

under the constraints

a′Σxxa = 1 and b′Σyyb = 1. (2)

The k-th canonical correlation coefficient ρk and the respective pair of canonical
vectors (ak, bk) maximize (1) under the condition that they are uncorrelated with
the previous 1, . . . , k − 1 directions, denoted as the constraints

a′Σxxai = 0 and b′Σyybi = 0, for i = 1, . . . , k − 1. (3)
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For a sparse setting, we add penalty terms as further constraints,

Pα1(a) ≤ c1 and Pα2(b) ≤ c2 (4)

where c1 and c2 denote positive constants, and the penalty terms (4) are given
as elastic net [Zou & Hastie, 2005] penalties with mixing parameters α1, α2. The
augmented Lagrangian with λ denoting the Lagrange multiplier, andH summarizing
the constraints is then given as

Lρ(a, b,λ) = −|a′Σxyb|+ λ′ ·H(a, b) +
ρ

2
∥H(a, b)∥22. (5)

Then, a solution to (1)-(4) can be found by minimizing (5). For the optimization
algorithm, the method of multipliers (see e.g. Boyd et al. [2011]) is combined with
an adaptive gradient descent algorithm as described by Reddi et al. [2018] for the
minimization in step 1. Given starting values a0

k, b
0
k and λ0

k, the update is conducted
in an alternating fashion:

1. (at+1
k , bt+1

k )← argmina,bLρ(a, b,λ
t
k)

2. λt+1
k ← λt

k + ρH(at+1
k , bt+1

k )

The advantage of this approach is its flexibility (in the choice of the covariance esti-
mator, level of sparsity) and its direct way of computation for higher-order canonical
correlations. By choosing appropriate covariance estimators for Σxx,Σyy and Σxy,
the robustness of the resulting canonical correlations can be controlled. The penalty
terms (4) induce sparsity in the resulting canonical directions. Conditions (3) ensure
the uncorrelatedness of higher-order directions to lower-order canonical vectors. For
the higher-order directions, again, a suitable level of sparsity can be chosen.

In a simulation study, we show the robustness and suitability of our approach for
high-dimensional data in different simulation scenarios. Empirical applications from
tribology underline the usefulness of this approach. Furthermore, the algorithm
can be adapted to other robust multivariate methods in connection with high-
dimensional data.
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Graphical models are nowadays often estimated using regularization that is aimed
at reducing the number of edges in a network. By relying on edge-sparsity as a sim-
plifying structure, the conditional dependency network among (potentially a large
number of) variables can then be presented in a compact manner. The Graphical
Lasso (Glasso) is a common choice to obtain such sparse graphical models. Glasso
lacks, however, robustness to outliers. To overcome this problem, one typically ap-
plies a robust plug-in procedure where the Glasso is computed from, for instance,
an initial pairwise robust covariance/correlation estimate instead of the classical
sample covariance estimate, thereby providing protection against outliers. We de-
rive and compare the influence function of the classical Glasso to various robustified
versions, as well as their corresponding asymptotic variances. Simulation results
provide further insights into their finite sample performance.
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High-dimensional linear regression models are nowadays pervasive in most research
domains. However, as studies become larger, the likelihood of having redundant
features or contaminated data (outlying values) increases, which can create serious
challenges. To address these issues, researchers have focused on developing efficient
methods for sparse estimation in the presence of outliers. We contribute to this area
considering high-dimensional models contaminated by multiple mean-shift outliers
affecting both the response and the design matrix – leading to the exclusion of out-
lying cases from the fit. Our novel framework leverages mixed-integer programming
techniques to simultaneously perform feature selection and outlier detection with
provably optimal guarantees (i.e., the global optimum of the underlying “double”
combinatorial problem is indeed achievable) [1]. We also prove theoretical properties
for our approach, such as a necessary and sufficient condition for the robustly strong
oracle property, where the number of features can increase exponentially with the
sample size, and the breakdown point of the resulting estimates. Moreover, we pro-
vide computationally efficient procedures to tune integer constraints and warm-start
the algorithm. Our extensive simulations and real-world applications demonstrate
the superiority of our proposal over existing heuristic methods. Additionally, we dis-
cuss its extensions to a broader class of models, as well as the use of down-weighting
schemes and adaptive procedures for outlier detection.
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Matrix-valued data are a common data type with images, multivariate times series,
and multivariate functional data being some common examples. Outlier detection
techniques are not as commonly available for matrix-valued data as for multivariate
data. In practice, such data are often treated in a vectorized form, i.e., by arranging
the pixel information of images column-wise on top of each other, resulting in a
possible loss of important information.

Let X ∈ Rp×t follow a matrix normal distribution, X ∼ MN (M ,Σr,Σc), with
mean M ∈ Rp×t and covariance matrices Σr ∈ Rp×p for the rows and Σc ∈
Rt×t for the columns. In the vectorized version vec(X) we would have vec(X) ∼
N (vec(M ),Σc ⊗Σr), where ⊗ is the Kronecker product [Gupta and Nagar, 1999].
The parameters M , Σr, and Σc can be estimated by an iterative scheme using the
ML method introduced by Dutilleul [1999], where the number of observations needs
to be at least max(p/t, t/p) + 1. We propose a robust procedure for estimating the
parameters, which follows the idea of the minimum covariance determinant (MCD)
estimator [Rousseeuw, 1985], and refer to it as MMCD estimator. The MMCD
estimator can be computed if the h-subset consists of at least max(p/t, t/p) + 1
samples.

Based on the connection between multivariate and matrix normal distribution, the
matrix Mahalanobis distance (MMD) can be defined as

MMD2(X) := tr(Σ−1
c (X −M )′Σ−1

r (X −M))

= vec(X −M)′(Σc ⊗Σr)
−1vec(X −M ) = MD2(vec(X)),

see Glanz and Carvalho [2018] for example. Plugging in the robustly estimated
parameters results in a robust tool for identifying outliers for matrix-valued obser-
vations.
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Taking image data as an example, the number of available samples is often a lim-
iting factor in data analysis. Hence, the ability to deal with data sets with few
samples can be of particular importance in such cases. Another possible applica-
tion is multivariate functional data analysis, where the lack of distribution functions
poses a problem for outlier detection. In this setting, we connect the MMCD pro-
cedure to the coefficient matrix of smoothed multivariate functional data to extend
the matrix-variate case to outlier detection in a functional setting. Moreover, we
show that outlier explanation based on Shapley values as introduced in Mayrhofer
and Filzmoser [2022] can also be applied for matrix-valued data. We illustrate the
performance of the MMCD estimator in those settings on simulated data as well as
real-world examples.

Acknowledgements: This project has received funding from the ECSEL Joint
Undertaking (JU) under grant agreement No 101007326. The JU receives support
from the European Union’s Horizon 2020 research and innovation programme and
Germany, Austria, Belgium, Czech Republic, Italy, Netherlands, Lithuania, Latvia,
Norway.
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Classicial regression procedures based on least squares or least absolute deviation
procedures are highly sensitive to atypical observations. At worst, regression slopes
are severely distorted in the presence of leverage points. Robust regression esti-
mators such as the least trimmed squares estimator (LTS) [Rousseeuw, 1984] are
resistant to outliers and leverage points. Recently, a model has been proposed in
which the LTS is maximum likehood [Berenguer-Rico et al., 2022] and in which
standard least squares inference apply [Berenguer-Rico et al., 2023]. Those results
require that the number of outliers is known. Determining the number of outliers
is therefore a question of model selection among a large number of models. We
show that the proportion of outliers can be estimated consistently by minimizing an
information criteria.

The LTS estimator is defined as follows. Suppose there are h ‘good’ observations in a
sample of n observation. The set of ‘good’ observations is found by minimizing over
the least squares residual sum of squares over all possible h-subsets of observations.
The LTS estimator is the least squares estimator on the estimated set of ‘good’
observations [Rousseeuw, 1984].

The traditional probability framework for analyzing the LTS estimator and other
robust regression estimators is an i.i.d. model, where the regression errors satisfy
an ε-contaminated model mixing a normal distribution with a contamination dis-
tribution. The asymptotic properties of the LTS estimator has been analyzed by
for instance Č́ıžek [2005], Vı́̌sek [2006]. The asymptotic distribution of the LTS is
found to be normal albeit with a variance depending on the mixing unknown mixing
distribution and where the limit of the scale estimator also depends on the contam-
ination. Inference therefore depends on nuisance parameters. Moreover, the least
squares estimator remains consistent and efficient as leverage effects are ruled out
in the ε-contamination model.
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In the LTS model the h ‘good’ observations have i.i.d. normal errors that are in-
dependent of the regressors. The n − h outliers have errors with support outside
the realized range of the ‘good’ errors but are otherwise unrestricted. The ‘out-
lier’ errors are also allowed to depend on the regressors, which can generate the
bad leverage effects. The LTS estimator is maximum ε-likelihood in the LTS model
[Berenguer-Rico et al., 2022]. Moreover, the LTS estimator has the same asymptotic
distribution as the infeasible least squares estimator on the unknown set of ‘good’
observations [Berenguer-Rico et al., 2023] Here, the concern will be to estimate the
number of ‘good’ observations.

Estimating the number of ‘good’ observations is a question of model selection among
a family of LTS models with different number of ‘good’ observations. These LTS
models are not nested. As the number of observations increases the possible number
of models increases towards a continuum of models. We show that it is possible to
estimate the proportion h/n of ‘good’ observations consistently.
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Many methods are available for multivariate outlier detection but until now only a
hand full are developed for spatial data where there might be observations differing
from their neighbors, so-called local outliers. Although there are methods based on a
pairwise Mahalanobis distance approach, the type of the covariance matrices used is
not yet agreed upon. For example, Filzmoser et al. [2013] propose a global covariance
while Ernst and Haesbroeck [2016] suggest a very local structure by estimating one
covariance matrix per observation.

To bridge the gap between the global and local approach by providing a refined
covariance structure we develop spatially smoothed covariance matrices based on
the MRCD estimator [Boudt et al., 2020] for pre-defined neighborhoods a1, . . . , aN .
As well known from the MCD literature, a subset of observations, the so-called H-
set, is obtained by optimizing an objective function. In our case we obtain a set of
optimal H-sets H = (H1, . . . , HN) from minimizing the objective function

f(H) =
N∑

i=1

det

(
(1− λ)Ki(H) + λ

N∑

j=1,j ̸=i

ωijKj(H)
)
.

While W = (wij)i,j=1,...,N represents the closeness of the neighborhoods, the pa-
rameter λ is essential for the degree of locality of the covariance matrices. The
local covariance matrices Ki(H) are based on the MRCD convex combination of
the sample covariance matrix of an H-set of the neighborhood ai and a global
target matrix. For the optimal set of H-sets H∗ = (H∗

i )i=1,...,N of the objective

function, the final covariance estimate for neighborhood ai is defined as Σ̂SSM,i =

(1− λ)Ki(H∗) + λ
∑N

j=1,j ̸=i ωijKj(H∗).

A heuristic algorithm based on the notion of a C-step is developed to find the op-
timal set of H-sets which also shows stable convergence properties in general. We
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demonstrate the applicability of the new covariance estimators and the importance
of a compromise between locality and globality for local outlier detection with simu-
lated and real world data, and compare the performance with other state-of-the-art
methods from statistics and machine learning.

Acknowledgements: This project has received funding by the European Commis-
sion within the Horizon 2021 programme under grant agreement ID 101057741.
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1 Abstract

Categorical responses arise in many fields, such as marketing, finance, medicine,
social and biomedical sciences. The interest focuses on models that describe the
dependence of the response on the subjects’ covariates. Since the support of the re-
sponse is discrete and finite, it is often assumed that classical estimation and testing
techniques are not affected by deviations from the stochastic assumptions. Never-
theless, outlying covariates as well as anomalous responses can strongly affect the
reliability of likelihood based inferential procedures. Two approaches are considered
in order to handle anomalous data in the cumulative model for ordered responses:
the choice of a robust link function and the application of M estimators. Robust
estimation for nominal response models and alternative models for ordinal responses
is also discussed.
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1 Abstract

Correspondence analysis is a method for the visual display of information from two-
way contingency tables (Greenacre [2017]).

We (Riani et al. [2022]) introduce a robust form of correspondence analysis based on
minimum covariance determinant estimation. This leads to the systematic deletion
of outlying rows of the table and to plots of greatly increased informativeness. Our
examples are trade flows and consumer evaluations of the perceived properties of
cars.

The robust method requires that a specified proportion of the data be used in fitting.
To accommodate this requirement we provide an algorithm that uses a subset of
complete rows and one row partially, both sets of rows being chosen robustly. We
prove the convergence of this algorithm.

Figure 1 is an example of the plots we produce, with outliers highlighted as filled
blue circles and 99.9% confidence intervals as red ellipses.
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Figure 1: Trade data. Correspondence analysis plot from Minimum Covariance
Determinant analysis. Filled circles are the seven countries declared as outliers.
The ellipses give a 99.9% confidence interval for the positions of five levels of prices.
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1 The new test

High–dimensional low sample size data with complex dependence structure are of-
ten encountered in fields like genomics, proteomics and metabolomics. The aim of
this research is to propose a robust test for comparison studies that can be applied
even when the number of variables p is much larger than the number of units N ,
and the underlying population distributions are heavy–tailed or skewed. To address
such comparison studies, Marozzi [2016] proposed an exact, unbiased, consistent
and powerful test based on interpoint distances. In theory, if a particular under-
lying distribution is assumed, it is possible –at least for some specific alternative
hypotheses– to find the most powerful test for that particular distribution; unfortu-
nately there is no uniformly most powerful test for all distributions. Different tests
perform differently for the same distribution. Generally in practice, in particular
when the sample sizes are not large, it is difficult to see how parent populations are
distributed and then the problem of which test should be selected arises. This re-
search aims at contributing to this issue by extending the interpoint distance based
test proposed by Marozzi [2016].

Let X = (X1, ...,Xm) and Y = (Y1, ...,Yn) be two–independent random samples
from p–variate populations with continuous cumulative distribution functions F (Z)
and F (Z−µ) respectively. µ = (µ1, ..., µp)

′ is the location difference parameter with
−∞ < µh < ∞, h = 1, ..., p. N = m + n. We test H0 : µ = 0 against H1 : µ ̸= 0,
ie whether the two samples come from the same unknown population. 0 denotes
a vector of length p of all zeros. Let Z = (Z1, ...,ZN) be the pooled sample with
Zi = Xi = (Xi1, ..., Xip)

′, i = 1, ...,m and Zm+j = Yj = (Yj1, ..., Yjp)
′, j = 1, ..., n.

Jureckova & Kalina [2012] proposed an unbiased distribution free test that can be
computed when p≫ N . The steps to compute this test are: (i) compute the N − 1
Euclidean interpoint distances 2lik, k ̸= i between Xi and the other elements of the
pooled sample Z, where i is randomly selected from {1, ...,m}; (ii) compute the ranks
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2Rik of
2lik, k = 1, ..., N , k ̸= i; (iii) compute the test statistic as 2Ji =

∑N
k=m+1

2Rik.
Large values of 2Ji speak against H0. The 2Ji test is the one–sided Wilcoxon rank
sum test on interpoint distances. H0 is tested by testing H̃0 that the distributions
of the interpoint distances are the same. Marozzi [2016] improves the Jureckova &
Kalina [2012] test by (i) performing its permutation version 2PJ (exchangeability
holds) and (ii) combining m permutation 2PJ tests, one for each element of the first
sample. The observed value of the Marozzi [2016] 2M test statistic is defined as
2
0M = mini=1,...,m(

2
0QPJi) where 2

0QPJi denotes the observed p–value of the 2PJi
test, i = 1, ...,m. The test rejects for small values of its statistic.

This research improves the 2M test by applying an additional round of combination.
Consider the Minkovski distances of order 1 ≤ d ≤ ∞. Note that for 0 < d < 1 Ld

is a quasi–metric because it violates the triangular property. However, we consider
also the L−∞ distance −∞lik = min1≤h≤p |Xih − Zkh|. Note that L−∞ is not a
metric nor a quasi–metric (the term distance is used loosely). We can combine
2 < D < ∞ different combined M tests considering their p–values, denoted by
dQM . The proposed test is defined using again the minimum p-value rule as

CMIN = min
(
daQM, a = 1, ..., D, 2 < D <∞

)
,

where daQM , is the p–value of the daM test. The CMIN test p-value can be computed
using permutations.

A pilot power comparative study based on simulations of several daM tests showed
that 1M and 2M tests always perform very similarly and are more powerful than the
−∞M test under normal distributions whereas the contrary happens under Cauchy
distributions. The ∞M test is never the most powerful test. Therefore we pro-
pose this simple combined test C = mind∈{−∞,2}

(
dM
)
. The C test is unbiased and

consistent. Simulations show that the test is appealing in practice being very pow-
erful under normal, heavy–tailed and skewed distributions, while in contrast 2M
and −∞M tests are powerful only for particular types of distributions. Moreover
the power of the C test is not affected by the dependence structure of the data and
tends to increase as p increases.

Possible directions for further research are the adaptation of the selection of daQM
tests and D on the data at hand and a quality control chart based on the proposed
test framework.
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We present a new class of robust, nonparametric multi-sample hypothesis tests for
differences in the covariance operator of functional data, called functional Kruskal-
Wallis for covariance (FKWC) tests. FKWC tests use a pooled center-outward
ordering of the sampled functions to measure differences in covariance structure
between samples. The ordering is based on functional data depth, which we show
is connected to the covariance operator. We will present some theoretical aspects
and simulation study results of the FKWC tests. We also discuss how FKWC tests
handle various challenges associated with functional data, such as computation,
high-dimensionality, and outliers.
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1 Abstract

We consider in the present paper the classical problem of testing

H(n)
0q : λ(n)q > λ

(n)
q+1 = . . . = λ(n)p ,

where λ
(n)
1 , . . . , λ

(n)
p are the ordered latent roots of covariance matrices ΣΣΣ(n). We

show that the usual Gaussian procedure φ(n) for this problem essentially shows no
power against alternatives of weaker signals of the form

H(n)
1q : λ(n)q = λ

(n)
q+1 = . . . = λ(n)p .

This is very problematic if the latter procedure is used to perform inference on the
true dimension of the signal. We show that the same test φ(n) enjoys some local
and asymptotic optimality properties to detect alternatives to the equality of the
p − q smallest roots of ΣΣΣ(n) provided that λ

(n)
q and λ

(n)
q+1 are sufficiently separeted.

We obtain tests φ
(n)
new for the problem that keep the local and asymptotic optimality

properties of φ(n) when λ
(n)
q and λ

(n)
q+1 are sufficiently separeted and properly detect

alternatives of the form H(n)
1q . We also show how our tests can be turned into tests

that are robust to Gaussian assumptions. Our results are illustrated via simula-
tions and on a gene expression dataset from which we also discuss the problem of
estimating the dimension of the signal.
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Extreme value inference for heterogeneous power

law data

John H.J. Einmahl

Tilburg University, The Netherlands

We extend extreme value statistics to independent data with possibly very different
distributions. In particular, we present novel asymptotic normality results for the
Hill estimator, which now estimates the extreme value index of the average distribu-
tion. Due to the heterogeneity, the asymptotic variance can be substantially smaller
than that in the i.i.d. case. As a special case, we consider a heterogeneous scales
model where the asymptotic variance can be calculated explicitly. The primary tool
for the proofs is the functional central limit theorem for a weighted tail empirical
process. We also present asymptotic normality results for the extreme quantile es-
timator. A simulation study shows the good finite-sample behavior of our limit
theorems. We also present an application to assess the tail heaviness of earthquake
energies. Joint work with YI He (University of Amsterdam).
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Abstract

A median likelihood based cross validation criterion is proposed for selecting the
tuning parameter within a a class or regularized scatter matrix estimates. This
cross validation criterion helps assure the resulting tuned scatter matrix estimate is
a good fit to the data as well as possessing a high breakdown point.

A motivation for this new median likelihood based criterion is that when it is opti-
mized over all positive definite matrices, rather than only over the regularized can-
didates, the resulting scatter matrix estimate represents a newly introduced high
breakdown point affine equivariant multivariate scatter statistic.
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1 Overview

The wrapped Cauchy (WC) distribution on the circle is a remarkable distribution
that appears in a wide variety of seemingly unrelated settings in probability and
statistics. The angular central Gaussian (ACG) distribution is another important
distribution in directional statistics. It was used by Tyler [1987a] and Tyler [1987b]
to construct and study a robust estimator of a scatter matrix for q-dimensional
multivariate data.

Angle halving, or alternatively the reverse operation of angle doubling, is a useful
tool when studying directional distributions. It is especially useful on the circle
(q = 2) where, in particular, it yields an identification between the wrapped Cauchy
and the angular central Gaussian distributions. That is, doubling a random angle
following an ACG distribution (a two-to-one mapping) yields a random angle follow-
ing a WC distribution. This identification is obvious, but several other relationships
between the two distributions are more subtle. Some of these are listed below with
more details in Kent [2023]

First, both the WC and ACG distributions are closed under suitable transforma-
tion groups (the Möbius and rescaled linear transformations, respectively). The
identification between these two groups seems novel and surprising.

Next, the EM algorithm can be used to estimate the parameters of the ACG dis-
tribution, by treating the angular observations as incomplete observations from a
bivariate normal distribution with mean 0. Similarly, an EM algorithm can be
constructed for the WC distribution by treating the angular data as incomplete ob-
servations from a certain “squared complex normal distribution”. See, e.g., Kent
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& Tyler [1988] for the algorithm, though the EM interpretation was not properly
recognized there.

Finally, both distributions are related to the Cauchy distribution on the line. Under
stereographic projection from the circle to the line, the WC distribution turns into
a Cauchy distribution. Similarly, under gnomonic projection from the circle to the
line, the ACG distribution also turns into a Cauchy distribution.
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1 General Information

We prove the consistency and asymptotic normality of the Laplacian Quasi-Maximum
Likelihood Estimator (QMLE) for a general class of causal time series including
ARMA, AR(∞), GARCH, ARCH(∞), ARMA-GARCH, APARCH, ARMA-APARCH,...,
processes. We notably exhibit the advantages (moment order and robustness) of this
estimator compared to the classical Gaussian QMLE. Numerical simulations con-
firms the accuracy of this estimator.
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1 Introduction

Torus data are multivariate circular observations that arise as measurements on a
periodic scale and recorded as angles measured in degrees or radians, either clockwise
or counterclockwise from some origin. They can be obtained with instruments such
as the compass, protractor, weather vane, sextant, theodolite. Furthermore, circu-
lar data also stem from the time of day measured on a 24-hour clock. Multivariate
circular data arise commonly in many different fields, from envirometrics, to pro-
tein bio-informatics, from meteorology to robotics, as recorded in Mardia and Jupp
[2000], Jammalamadaka and SenGupta [2001], Pewsey et al. [2013]. The data can be
thought as points on the surface of a p-torus Tp, embedded in a p + 1-dimensional
space, whose surface is obtained by revolving the unit circle in a p−dimensional
manifold. When p = 2, the torus is obtained by topologically gluing both pairs of
opposite edges of a square together with no twists. First, we get a hollow cylinder
by joining the top and bottom sides of the square. Then, one end of the cylinder is
stacked on top of the other to form the torus. The key to understanding torus data
is periodicity, that reflects in the boundedness of the sample space.

The problem of modeling circular data has been tackled through suitable distri-
butions, such as the von Mises and the wrapped normal. Wrapping is a popular
method to define distributions for torus data. Let X = (X1, X2, . . . , Xp) be a
linear random vector with probability density function m(x; θ), with x ∈ Rp and
θ ∈ Θ ⊆ Rp. Consider that each component is wrapped around the unit circle
according to Yj = Xj mod 2π, j = 1, 2, . . . , p, where mod denotes the modulus
operator. Then, the distribution of Y = X mod 2π is a p−variate wrapped distri-
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bution with probability density function

m◦(y; θ) =
∑

j∈Zp

m(y + 2πj; θ) ,

y = (y1, y2, . . . , yp) ∈ [0, 2π)p, j = (j1, j2, . . . , jp) ∈ Zp.

Torus data are not immune to the occurrence of outliers, that is unexpected values,
such as angles or directions, that do not share the main pattern of the bulk of the
data. In particular, circular outliers differ from linear ones in that angular distri-
butions have bounded support. One single outliers can lead the mean to minus or
plus infinity. In contrasts, breakdown occurs in directional data when contamination
causes the mean direction to change by π [Davies and Gather, 2005, 2006].

Here, we outline a general strategy to robust estimation of the parameters of a mul-
tivariate wrapped distribution that is based on a Classification Expectation Maxi-
mization algorithm, whose M-step is enhanced by the computation of a set of data
dependent weights aimed to down-weight outliers. In particular, the attention is fo-
cused on the weighted likelihood methodology [Markatou et al., 1998]. We compare
three alternative down-weighting schemes: one from Saraceno et al. [2021], another
from Greco et al. [2021] and a third new proposal. The objective is to provide a
reliable and non computationally demanding approach to achieve accurate robust
model fitting but also to perform torus outliers detection based on formal rules and
a robust fit.
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1 Abstract

In this work, we study the sample complexity of obtaining an ϵ-optimal policy in
Robust discounted Markov Decision Processes (RMDPs), assuming we have only ac-
cess to a generative model of the nominal kernel. This problem is well studied in the
non-robust case, and it is known that any planning approach applied to an empirical

MDP estimated with Õ(H3|S||A|
ϵ2

) samples provides an ϵ-optimal policy, which is min-
imax optimal. Results in the robust case are much more scarce, [Yang, W. , 2022].
For sa- (resp s-)rectangular uncertainty sets, the best known sample complexity is

Õ(H4|S|2|A|
ϵ2

) (resp. Õ(H4|S|2|A|2
ϵ2

)), for specific algorithms and when the uncertainty
set is based on the total variation (TV), the KL or the Chi-square divergences. In
this paper, we consider uncertainty sets defined with an Lp-ball (recovering the TV
case), and study the sample complexity of any planning algorithm (with high accu-
racy guarantee on the solution) applied to an empirical RMDP estimated using the

generative model. In the general case, we prove a sample complexity of Õ(H4|S||A|
ϵ2

)
for both the sa- and s-rectangular cases (improvements of |S| and |S||A| respec-
tively). When the size of the uncertainty is small enough, we improve the sample

complexity to Õ(H3|S||A|
ϵ2

), recovering the lower-bound for the non-robust case for
the first time and a robust lower-bound when the size of the uncertainty is small
enough. Our analysis is based on a relation between robust MDPs and regularised
MDPs which is the key of our analysis.
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The ρ-estimators developed by Baraud et al. [2017] and Baraud & Birgé [2018] are
quite general and are proven to be robust in the independent setting. Our aim
is to extend their framework to handle dependent observations without losing the
robustness properties.

We use the variational formula of the Kullback-Leibler divergence to show that
an exponential deviation bound in the independent context translates into the same
bound in the dependent context, but in expectation and with an additional term that
accounts for the dependency within the data. This additional term is the Kullback-
Leibler divergence of the distribution of the data from the product distribution of
the marginals.

This allows to get rid of the independence assumption in many results. Specifically,
we apply it to ρ-estimators and get a non-asymptotic assumption-free bound in
expectation. It echoes to the idea of robustness to dependence introduced in Chérief-
Abdellatif & Alquier [2022], but in a more general framework.

Typically, one can use this robustness to dependence in order to estimate the sta-
tionary distribution of a mixing processes. Our idea to exploit the mixing is to select
a sub-sample in a way that reduces the dependency within this subsample. Then
the problem is to realise a compromise betweeen the sample size and the distance
from independence. We apply this to different examples of Markovian processes for
which we have an idea of the mixing regime, such as finite state space hidden Markov
models and some discretely observed diffusion processes. We show for our exam-
ples that ρ-estimators achieves the optimal rate, up to potential logarithmic factors,
conserving their robustness properties with respect to misspecification, outliers or
contamination.
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Baraud, Y., Birgé, L. & Sart, M. (2017). A new method for estimation and model
selection:ρ-estimation. Inventiones mathematicae, 207, 425–517.
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1 Abstract

Every time data are collected, it is virtually certain that we will face the problem of
missing data. Missing data are undesirable because they make estimates vulnerable
to nonresponse bias. In surveys, it is customary to distinguish unit nonresponse from
item nonresponse. The former occurs when no usable information is collected on a
sample unit, whereas the latter is characterized by the absence of information limited
to some survey variables only. Unit nonresponse is usually handled through weight
adjustment procedures methods, whereas item nonresponse is typically treated by
some form of single imputation. Single imputation consists of constructing one re-
placement value to fill in for the missing value. The imputation process starts with
postulating an imputation model, which is a set of assumptions about the condi-
tional distribution of the survey variable requiring imputation. The estimator of a
population mean, called an imputed estimator, is consistent provided that the first
moment of the imputation model is correctly specified. However, the imputed esti-
mator may be highly unstable in t the presence of influential units in the sample.
A unit is said to be influential if its inclusion or exclusion from the computation
has a large impact on the resulting estimate. We distinguish influential units from
gross measurement errors. The latter are identified and corrected at the data-editing
stage. In contrast, an influential unit corresponds to a respondent who exhibits a
correctly recorded value. An influential unit may thus represent other similar units
in the set of nonrespondents or in the non-sampled part of the population. This
type of units has been called representative outliers by Chambers (1986) and are
the focus of the talk. The issue of influential units is common in business surveys:
on the one hand, the distribution of economic variables is typically highly skewed,
which generates a conducive ground for the presence of influential units. On the
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other hand, an influential unit can arise when the measure of size recorded on the
sampling frame and used to stratify the population is considerably smaller than the
size recorded on the field. This unit is then placed in a stratum with smaller units.
As a result, it will generally exhibit a large y-value combined with a large weight,
which makes it potentially harmful. These units are often referred to as stratum
jumpers.

The rationale behind the treatment of influential values is to produce more stable but
biased robust estimators. Therefore, we face a trade-off between bias and variance.
The hope is that the mean square error of robust estimators would be smaller than
that of the corresponding non-robust version. In this talk, we consider deterministic
linear regression imputation. In the presence of influential unit, it may be tempting
to replace the customary weighted least-squares estimator by a robust version; e.g.
an M -estimator based on the Huber function and tuning constant equal to 1.345.
However, classical robust estimators are generally not satisfactory as they may lead
to imputed estimators with significant negative bias. This is due to the fact that
influential units are generally not unique as mentioned above. A more appropriate
would be to use an adaptative tuning constant; i.e., a constant whose value increases
as the sample size increases. We propose an adaptive tuning constant based on the
concept of conditional bias of a unit, which is an appropriate measure of influence
in a finite population setting. We will present the results of a simulation study that
assesses the performance of the proposed method in terms of bias and efficiency, for
a wide class of distributions.
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Abstract

Representative outlier units occur frequently in surveys. As a result, several methods
have been proposed to mitigate the effects of them in survey estimates. If outliers
are a concern for estimation of population quantities, it is even more necessary to
pay attention to them in a small area estimation (SAE) context, where sample size
is usually very small and the estimation in often model-based. Chambers and Tza-
vidis [2006] explicitly addressed this issue of outlier robustness in SAE, using an
approach based on fitting outlier robust M-quantile models to the survey data. More
recently, Sinha and Rao [2009] also addressed this issue from the perspective of lin-
ear mixed models. Both these approaches, however, use plug-in robust prediction,
i.e. they replace parameter estimates in optimal, but outlier-sensitive, predictors by
outlier robust versions (a robust-projective approach). Unfortunately, these predic-
tors are efficient under correct model specification and assumptions, but they may
be sensitive to the presence of outliers because they use plug-in robust prediction
which usually leads to a low prediction variance and a considerable prediction bias.
Dongmo Jiongo et al. [2013] and Chambers et al. [2014] proposed bias corrected
method to reduce the prediction bias when the response variable is continuous. In
this talk, we focus on M-quantile approach and we propose two general methods
(i.e., for continuous and discrete data) to reduce the prediction bias of the robust
M-quantile predictors in SAE context. The first estimator is based on the concept
of conditional bias and extends the results of Beaumont et al. [2013] and Favre-
Martinoz [2015]. Then, we propose an unified approach to M-quantile predictors for
continuous and discrete data which is based on a full bias correction and it could be
viewed as a generalization of Chambers [1986] approach. A Monte-Carlo simulation
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study is conducted and its results suggest that our approaches mainly improve the
efficiency and they control the bias prediction error of M-quantile predictors when
the population contains units that may be influential if selected in the sample. The
methodology proposed is applied to Italian annual Labour Force Survey data for
estimating the proportion of the unemployed in local labour market areas.
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1 Introduction

The presence of influential values in the estimation of population totals is an im-
portant problem that numerous polling organizations have to commonly deal with.
While winsorisation methods seem to have become the most common technique to
treat them, Beaumont et al. [2013] proposed to use the conditional bias to con-
struct an equivalent robust estimator that lessens the effect of these outliers. This
presentation illustrates how to use the R package revivals to implement this robust
estimation. The latter also incorporates separate functions to compute conditional
biases, robust weights, and the associated tuning constants. After a brief intro-
duction on the state of the theory of robustness estimation, we provide a quick
implementation example of the main function of the package. For that, we use real
data about the French property values open database.

2 Robustness in survey sampling

The notion of robustness in survey sampling differs from that of classical statistics
for several reasons. The first one is conceptual. In classical statistics, it is assumed
that the data generating process for the majority of the data differs from the process
generating the remaining part of observations, that are then considered as outliers.
In this framework, the primary interest and hence the estimation is only focused on
the distribution of the main bulk of data.
In survey sampling, outliers cannot simply be excluded from the group of observa-
tions of a sample, because we consider that an editing phase has already been done
beforehand. We have already made sure that there are no missing or inconsistent
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values (e.g. an observation given in euros instead of thousands of euros), nor any
invalid input errors left, and so we cannot remove them because they are part of
our population. This means that, contrarily to classical statistics, they must also
intervene in the interest parameter computation that we are seeking to estimate,
just as any other non-outlier observation.
Thus, the use of estimators that may drastically downweight some valid data is not
generally recommended, as they can lead to biased estimators. We will favour robust
estimators in the sense that (i) they are more stable than usual estimators against
influential observations and turn out to be nearly as efficient as classical estimators,
plus (ii) they converge towards classical estimators as the sample and the population
sizes increase.

It turns out that the conditional bias, introduced by Moreno-Rebollo et al. [1999], is a
good measure of the contribution of a unit i to the variance of the total estimator. It
was indeed used later on by Beaumont et al. [2013] in order to construct a consistent
robust estimator in a design-based framework. In particular, they made the Narain-
Horvitz-Thompson (HT) estimator θ̂ =

∑
i∈s diyi robust to influential values. This

estimator is essentially equivalent to the forms of winsorisation presented by Dalén
[1987] and Tambay [1988]. What varies, though, is the associated tuning constant,
as well as the system of weights used to obtain each of these estimators.
The revivals package introduces several separate functions to compute each of these
metrics.

3 Application on a data set about property values

The package comes with another data set from the property values open database.
The PVD (Property Values Data set) does not contain personal data, such as the
vendor or buyer names. It only contains data on transactions: property type, sur-
face, selling price, and so on.
The data set provided in the package corresponds to a narrower version of the base
available in open data. Only the following variables have been kept and the rows
with missing data on any of these variables have been deleted:

• property type (appartment, house,...) ;
• property value ;
• building surface.

The main purpose of the presentation is to provide a quick implementation example
of the main function of the package on this dataset.
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In recent years, there has been an increasing interest in accounting for model-
selection uncertainty for various inferential tasks. If the proposed model includes
an i.i.d. component, this can be achieved using data splitting (Khalili, A. and
Vidyashankar, A.N. [2018]) and an additional regularization (if necessary). How-
ever, if the data are dependent and the true distribution is only known up to an
ambiguity set, such methods tend to yield biased results. This presentation de-
scribes a new methodology that accounts for data dependence and model ambiguity
in inference. Specifically, utilizing predictive information criteria and ambiguity sets
defined via ϕ−divergences, the methodology enables robust and efficient inference
for independent and dependent data. Applications of the proposed methodology in-
clude post-selection inference for stationary and non-stationary time series models,
Hawkes processes, and supervised clustering via an implicit network.
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We propose a closed-form formula for the confidence interval of the ratio of means of
two general nonnegative populations in the paired design. The confidence interval
is likelihood-based, robust, and very easy to calculate. Most of all, no knowledge
about the joint distribution of the data is required. We compare our interval with the
methods based on the generalized confidence intervals and the variance estimates
recovery technique via simulations. Numerical studies show that our interval is
the shortest for the data considered and outperforms the two competitors for paired
Poisson data. We present data analysis to illustrate the usefulness of our new robust
technique.
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The size of datasets is increasing at a rapid pace, both in terms of the number of
observations as in the amount of included observed characteristics. Along with this,
the probability that these datasets contain missing values rises as well. However,
certain statistical processes and machine learning techniques are incapable of dealing
with incomplete data. As such, it is of the utmost importance that these missing
values are dealt with in an adequate way.

Missing value imputation is a highly studied topic. A plethora of techniques have
been proposed over the years to find suitable values to replace missing data, ranging
from very simple techniques, such as mean or median imputation, to more com-
plicated methods [Lin & Tsai , 2020], such as the popular Multiple Imputation by
Chained Equations method (MICE) [van Buuren & Groothuis-Oudshoorn , 2011].

With larger datasets, it is also more likely to observe a number of atypical or extreme
data due to measurement and/or encoding errors. These outliers can, to a varying
degree, influence statistical analyses. To alleviate this problem, robust techniques
have been introduced.

Nowadays, imputation techniques are widely in use, but a large-scale comparison of
these methods – and especially in terms of their robustness against outliers – seems
to be missing. During a first attempt to fill this gap, we evaluate a large selection
of imputation techniques, involving classic and robust procedures, by means of a
simulation study with continuous data and different configurations of missing data
and outliers. To evaluate the imputation capability and robustness of the imputation
techniques we computed the mean prediction error between the actual data values
and the predictions obtained by the imputation method. In this study, we also
evaluated computational speed of the imputation methods. Our simulations indicate
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that, among the single imputation methods, robust linear regression using the MM-
estimator and random forest imputation are among the most efficient and robust
imputation methods, but these advantages naturally come at a cost, namely a higher
computation time.

However, often, the main concern is on the analysis that is performed after impu-
tation. Therefore, in the second phase of our research, we evaluated the inferences
and predictions made by different robust regression methods combined with an im-
putation technique in a simulation study with different configurations of outliers
and missing data. For the simulations, we used a similar setting as in Öellerer et
al. [2016]. Both rowwise and cellwise outliers were generated, so we considered
in the evaluation rowwise robust regression techniques as well as cellwise robust re-
gression techniques. To evaluate the combined regression and imputation strategies
in terms of inference capability, we measured the bias and variance of the estimated
regression coefficients. To evaluate the prediction capability, we computed the mean
prediction error.
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Constructing estimators that are robust to data contamination is non-trivial. In-
deed, to be consistent, these estimators typically rely on a non-negligible correction
term with no closed-form expression. Numerical approximation to this term can in-
troduce finite sample bias, especially when the number of parameters p is relatively
large compared to the sample size n. To address these challenges, we propose a
simulation-based bias correction framework, which allows us to easily construct ro-
bust estimators with reduced finite sample bias. The key advantage of the proposed
framework is that it bypasses the computation on the correction term in the standard
procedure. The resulting estimators also enjoy consistency and asymptotic normal-
ity, and can be obtained computationally efficiently even when p is relatively large
compared to n. The advantages of the method are highlighted with different simu-
lation studies, such as logistic regression and negative binomial regression models.
We also observe empirically that our estimators are actually comparable, in terms of
finite sample mean squared error, to classical maximum likelihood estimators under
no data contamination.
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1 Introduction

Generalized linear models (GLM) are an important tool in data analysis. In high di-
mensional problems, traditional methods fail, because they are based on the assump-
tion that the number of observations is larger than the number of covariates. The
problem of high dimensional data has been widely studied and penalized procedures
have been proposed, see e.g. Friedman et al. [2001]. All the above proposals have a
very good performance if all the observations follow the assumed model. However,
if a small proportion of the observed data are atypical, they become unreliable. Ro-
bust estimators for high dimensional linear models have been proposed by Maronna
[2011] and Smucler and Yohai [2017], among others. Avella-Medina and Ronchetti
[2018] introduced penalized robust M-estimators for GLM, Bianco et al. [2019, 2022]
proposed penalized robust estimators for logistic regression. MT-estimators Valdora
and Yohai [2014] are particularly suited for GLM however they need good initial es-
timates Agostinelli et al. [2019]. In this work we present penalized MT-estimators
for GLM we illustrate their theoretical properties and computational methods with
particular attention to the initial estimates. Simulations and real examples confirm
the robust properties of the propsed procedure.
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In genomics, selective genotyping consists in genotyping (collecting DNA informa-
tion at specific positions) only the individuals with extreme traits (i.e. with the
largest or smallest trait values). This famous concept was introduced by [Lebowitz
et al. , 1987]: the authors noticed that the highest or the lowest observations contain
most of the signal on Quantitative Trait Loci (QTL), i.e. genes with quantitative
effect on a trait. Later, [Lander & Botstein , 1989] elaborated this concept.

Nowadays, although the genotyping costs have drastically dropped, selective geno-
typing is still heavily used since we can optimize the statistical experiment by fo-
cusing on extreme individuals instead of random individuals. There is still a lack of
tools to analyze properly this kind of data since classical penalized regressions (e.g.
Lasso [Tibshirani , 1996]) are not dedicated to extreme observations.

From a statistical point of view, the linear model we are dealing with, presents the
particularity of incorporating some correlation between the errors ε and the regres-
sors, due to selective genotyping. As a consequence, we introduce the SgenoLasso
[Rabier & Delmas , 2021], a new L1 penalized regression that models explicitly this
correlation. The SgenoLasso relies on the “Interval Mapping” [Lander & Botstein ,
1989], a famous concept in genetics that consists in scanning the genome by testing
the presence of a QTL at each location. SgenoLasso is based on new limiting results
on stochastic processes along the genome. SgenoLasso enjoys all known statistical
properties of Lasso since the problem has been replaced in a classical L1 penalized
regression framework. Typically, it is not the case for Lasso in presence of extreme
data.

We compared the SgenoLasso with the “Robust Approximate quadratic Lasso”
(RALasso) of Fan et al. [2017], which incorporates the Huber loss and a L1 penalty.
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The RALasso can be viewed as a more flexible method than the Lasso: the loss func-
tion can be either quadratic or linear, depending on the error values. The tuning
parameter helps to handle errors with different shapes and tails. Recall the [Huber
, 1964] loss considered in the R package hqreg :
loss(t) = t2

2M
1|t|≤M + (|t| −M/2) 1|t|≥M , where M is a tuning parameter. As soon

as we multiply by 2M and that we replace M by α−1, we obtain the RALasso loss
described in formula (2.2) of Fan et al. [2017].

On the basis of a simulation study where only the largest individuals were selected,
the RALasso, that models heavy tails and asymmetry, gave better results than
classical methods such as Lasso, GroupLasso [Yuan & Lin , 2006] and Bayesian
Lasso [Park et al. , 2008]. However, in that case, our SgenoLasso performed better
than the RALasso. Last, we will show the superiority of the Adaptive version of the
SgenoLasso, called the AdaptSgenoLasso, that allows to put more weights on some
regressors of interests (e.g. well known genes).
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1 Abstract

The Generalized Linear Model (GLM) is a popular class of regression models that
generalizes ordinary linear regression by allowing a large variety of distributions for
the response variable. Robust estimators enable to reliably estimate the parameters
even when a minority of the data may deviate arbitrarily far from the postulated
model. Modern data may have a huge number of observations as well as a very
large number of dimensions with different types of variables. New advanced robust
estimation methods are required for this type of data. In this paper, we incorporate
sparsity using a combination of various penalty terms in the robust GLM frame-
work to extract the most relevant information from high-dimensional data contain-
ing mixed variable types. A computationally efficient algorithm is presented. The
good performance is illustrated on simulated and real data, focusing on Poisson and
logistic regression.
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Independent component analysis is often considered in a framework where the p
observed variables are a mixtures of only d < p latent independent components
which are contaminated by white noise. The goal is then to estimate the number of
latent components as well as the components itself. Meanwhile several approaches
exist to estimate d which are all are based on the eigenvalues of the covariance
matrix. However all these approaches were developed and tested in scenarios where
p is moderately small. If p is however large the estimation of the eigenvalues suffers.
To improve the estimation of d by better estimation of the eigenvalues we employ
the recently suggested Elasso which penalizes the eigenvalue structure and groups
them together when possible. We show how the Elasso can be used for estimation
of d and show in simulations and in an example that it is better than the competing
methods when p is large.
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1 Framework and Goals

It is well known that trimmed estimators of multivariate scatter, such as the Mini-
mum Covariance Determinant estimator, are inconsistent unless an appropriate fac-
tor is applied to them in order to take the effect of trimming into account [Croux and
Haesbroeck, 1999, Rousseeuw and Van Driessen, 1999, Cator and Lopuhaä, 2010].
The consistency factor is widely recommended and applied when uncontaminated
data are assumed to come from a multivariate Normal model, but few applications
exist outside this scenario.

In the first part of this contribution, drawing from Barabesi et al. [2023], we address
the problem of computing a consistency factor for trimmed estimators of multivariate
scatter in a heavy-tail scenario, when uncontaminated data come from a multivari-
ate Student-t distribution. For such a purpose, we first derive a remarkably simple
computational formula for the appropriate factor and show that it reduces to an even
simpler analytic expression in the bivariate case. Exploiting our formula, we then
develop a robust Monte Carlo procedure for estimating the usually unknown num-
ber of degrees of freedom of the assumed and possibly contaminated multivariate
Student-t model, which is a necessary ingredient for obtaining the required consis-
tency factor. We also provide substantial simulation evidence about the proposed
procedure and apply it to data from image processing and financial markets.

International Conference on Robust Statistics 2023 1
International Conference on Robust Statistics 2023 106



L. Barabesi et al. Robust estimation and clustering under heavy tails

In the second part of our work, we study the applicability of the suggested con-
sistency factor in a multi-population framework, when the TCLUST algorithm is
adopted to robustly cluster data generated from a contaminated mixture of multi-
variate Student-t distributions. Our approach takes advantage of the reweighting
scheme for robust clustering developed by Dotto et al. [2018], which is then extended
to a heavy-tail scenario. The connections with adaptive trimming and the forward
search [Cerioli et al., 2019] are also considered.
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1 Background

The objective of cluster analysis is to partition observations so that similar data
points are grouped together while formed clusters are relatively distinct. There is
rich computer science and statistics literature devoted to developing various clus-
tering procedures. The performance comparison of various techniques is usually
conducted based on either so-called classification data sets or simulated synthetic
data. The former approach has an important advantage related to the fact that
the comparison is carried out on real data. On the other hand, the assessment of
the systematic clustering performance in various settings is hardly realistic without
simulated data.

The discussion of several approaches to generating data for studying clustering tech-
niques can be found in Maitra, R. & Melnykov, V. [2010] who also proposed sim-
ulating Gaussian mixture models according to the prespecified degree of pairwise
overlap employed as a measure of components proximity. Algorithms related to the
pairwise overlap have been implemented in the R package MixSim [Melnykov, V. &
Chen, W.-C. & Maitra, R. , 2012] as well as MATLAB modules MixSim [Riani, M.
& Cerioli, A. & Perrotta, D. & and Torti, F. , 2015] and MixSimReg [Torti, F. &
Perrotta, D. & Riani, M. & and Cerioli, A. , 2019].
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2 Contribution

Mixture modeling simulation procedures allowing to achieve the desired level of max-
imum or average overlap have been proposed in Maitra, R. & Melnykov, V. [2010].
While indisputably useful for studying clustering algorithms, elliptical clusters simu-
lated from Gaussian mixtures represent just a fraction of a variety of settings modern
state-of-the-art algorithms need to be tested on. In this contribution, we discuss im-
portant extensions of the proposed methodology beyond simulating elliptical data
groups. We first discuss the application of transformation mixture models to simu-
lating mixtures with pre-specified overlap. These mixtures can be effectively used for
generating skewed data with desired clustering complexity. Then we explain how to
measure overlap in the cluster-weighted modeling framework. We finally consider an
extension of the proposed techniques capable of simulating skewed cluster-weighted
data.
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1 Abstract

Mendelian randomization (MR) is an increasingly used method of Causal Inference
to study the effect of an Exposure X on an Outcome Y , by using genetic variants
(usually single nucleotide polymorphisms, SNPs) as instrumental variables Z.

MR is used to avoid possible biases in the regression of Y on X due to lack of
complete randomization in data, or the presence of reverse causation, or confounders.
The use of MR leads us to a two stage linear regression process: first, for every
genetic variant Zj, j = 1, ..., L, a linear regression of X on Zj is done, where for
individuals i = 1, ..., n is

Xi|Zij = βX0 + βXj
Zij + eXij

from which we obtain the fitted values X̂ , used in a second regression of Y on these
X̂, obtaining finally (Pires Hartwig et al. [2017])

Yi|Zij = βY0 + (β · βXj
+ αj)Zij + eYij

= βY0 + βYj
Zij + eYij

where βXj
and βYj

represent the association of Zj with the Exposure and the Out-
come (only through X), respectively. The parameter β · βXj

represents the effect of
Zj on Y through X , where β is the causal effect of X on Y we wish to estimate.

The two-stage least squares estimator of β (using variant j alone) is the quotient of
the two linear regression slope estimators: of Y on Zj and of X on Zj,
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β̂Rj
=

β̂Yj

β̂Xj

that is equal to the sample covariances (or correlations) quotient. The inputs we only
have, in observational studies using summary data, are the linear regression slope
estimators and their standard errors, the latter used to weight the β̂Rj

estimators for
all the L genetic variants, defining the inverse-variance weighted (IVW) estimator
of β, as IV W =

∑L
j=1 ωj β̂Rj

/(
∑L

j=1 ωj) , assuming that the L genetic variants
are mutually independent, and the usual normality. This classic, and widely used
estimator, has a 0% breakdown point.

There are several alternatives to this estimator, such as M = medianj=1,,,L{β̂Rj
},

or a weighted median of the β̂Rj
.

In this contributed paper we propose a new robust estimator of β in this con-
text, first, obtaining an approximation for the distribution of the β̂Rj

under a scale
contaminated normal model, for the independent but not identically distributed ob-
servations, using a VOM (von Mises) + SAD (saddlepoint approximation). This
VOM+SAD approximation is

PF1,...,Fn

{
β̂Rj

> t
}
= 1− Φ(−µs/σs) + ǫ

n∑

i=1

[Φ(−µs/σs)− Φ(−µs/σ
gi
s )]

where Φ is the cumulative standard normal distribution function; µs = µ1 + ... +
µn; σs =

√
σ2
1 + ...+ σ2

n; σ
gi
s =

√
σ2
1 + ... + g2i σ

2
i + ...+ σ2

n; ǫ is the percentage of
contamination; g2i is the contamination in scale and where µi and σi depend on t.
Then, we replace in IVW the estimators β̂Rj

by the medians Mej of distributions

PF1,...,Fn. Furthermore, the weights are replaced by the inverse of the β̂Rj
MADs, vj =

1/median{|β̂Rj
−M |}, defining the new estimator, based on the β̂Rj

distribution, as

β̂D =

∑L
j=1 vj Mej∑L

j=1 vj

In the paper we study the properties of this new estimator and we also include
simulations and real data examples.
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1 Introduction and Notations

The generalization of Artificial Intelligence (AI) based-systems in the decision-
making process in a wide variety of fields, particularly in the everyday and profes-
sional life, have raised serious ethical concerns about the implications of the adoption
of such technologies. In a supervised fair learning setting, the aim of an algorithm
is to learn the relationships between characteristic variables X and a target variable
Y with the additional challenge of dealing with the presence of a protected attribute
S, that conveys sensitive information about the observations X that should not be
used for the prediction of Ŷ . In this sense, this variable S models the bias and we
assume that it is observed. A similar situation occurs in the unsupervised learning
problem (fair clustering), where the goal is to hide sensitive attributes during data
partition by balancing the distribution of protected subgroups in each cluster.

Following the independence-based approach, an algorithm is called fair or unbiased
when its outcome Ŷ does not depend on S. The well-known criterion Demographic
Parity (DP) requires the statistical independence between the outcome and the
protected attribute Ŷ ⊥ S. In certain scenarios, the ground truth is available and
the above definition could be weaken into a conditional independence that is given
by the Equalized Odds (EO) criterion Ŷ ⊥ S | Y . A less restrictive setting, allows
for X to mediate some legitimate dependence of Ŷ with respect to S, but does not
allow for direct influence from S to Ŷ . Hence, the fairness criteria of interest is
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conditional independence of the form Ŷ ⊥ S |X.

In most situations, algorithms are inaccessible and the most practical approach
is trying to obtain fairness by constraining the training sample. In this work we
propose to remove the influence of the sensitive variable by trimming (partially or
fully removing) a proportion of the input data as a pre-processing step to any further
learning mechanism or bias analysis. Let us consider a binary protected attribute
S ∈ {0, 1}, meaning a population divided into two categories, S = 1 for the minority
(the unfavoured class), and S = 0 for the majority (the favoured class). The idea is
to check if there is group bias in Y with respect to S. However, not all individuals
in S are comparable, therefore some differences in the response variable Y may arise
from genuine differences in the data, i.e, in X|S = 0 vs. X|S = 1. In order to
eliminate these cases we want to trim an α proportion of the data to obtain the two
closest possible conditional distributions. On this ‘similar enough’ population we
can check for discrimination, in the sense of DP. A similar strategy can be used to
obtain clusters that preserve spatial information and produce more fair partitions.

The model behind the procedure we propose is the popular contamination model:

µ0 = L(X|S = 0) = (1− α0)P + α0Q0

µ1 = L(X|S = 1) = (1− α1)P + α1Q1

(1)

where P represents the common structure between the marginals, Q0 and Q1 the
structure that produces the differences between them, and α0, α1 ≥ 0 are the levels of
mixing for each distribution. Under (1), there are, not necessarily unique, µ∗

0 and µ∗
1

which are α-trimmed versions of µ0 and µ1 and which have the same distribution,
i.e., dTV (µ∗

0, µ
∗
1) = 0. Indeed, this characterizes the complete absence of bias in

the training sample in the DP sense as proven in Gordaliza et al. [2019]. Thus,
any unsupervised learning algorithm that learns on these α-trimmed versions of the
conditionals should produce results that are independent from S. In the supervised
case this is not guaranteed, due to possible distribution shifts, but at least one has
a good starting point. Alternatively, in the case of equal conditional distributions
one can check for direct bias due to S.

Recently, computation of multivariate trimmings has been made much more efficient.
Using this, we provide methods to improve fairness in algorithmic considerations and
also procedures to check bias. We provide a meaningful real world example, where
we analyse the difference in healthcare outcomes during the COVID-19 pandemic
in people with different nursing home status in the Basque Country in Spain.
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Diagnostic tests based on a continuous marker are a key tool in medical decisions.
For that reason, it is of extreme importance to evaluate the ability of the test to
distinguish between different states, such as healthy individuals from diseased ones.
Receiver Operating Characteristic (ROC) curves are a very helpful instrument to
assess the performance of a test based on a continuous marker.

Several factors, such as gender or blood pressure, may improve the discriminatory
ability of the marker. In this cases, conditional ROC curves are useful to include
covariate effects in the ROC analysis and to avoid oversimplification. The indi-
rect method provides a way of adjusting ROC curves to covariates by means of
regression models. When an infinite-dimensional covariate is measured, the indirect
methodology is still suitable, but it would involve a functional covariate.

Aware of the impact that outliers may have on the diagnostic test accuracy, we
focus on the robust aspects of the estimation procedures of the conditional ROC
curve. In fact, since regression models are involved in the indirect approach, atyp-
ical data among the marker or the covariates may severely affect the estimation
methods. With this motivation, we generalize the proposal given in Bianco et al.
(2022) to a very general scenario in which the markers are modelled in terms of a
functional partially linear model. The considered situations include the functional
linear regression model and also the nonparametric or additive regression ones with
real valued covariates.

The given approach enables us to cover a wide range of cases using a robust perspec-
tive. We obtain consistency results under standard regularity conditions. Through
a Monte Carlo study, we compare the performance of the proposed estimators with
that of the classical ones in clean and different scenarios of contamination.
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In many research fields one is confronted with data sets that have repeated obser-
vations collected for the same variables on several occasions which are arranged in
a data cube rather than in a matrix. Modeling such data, usually defined as three-
way data, has gained importance in chemometrics and other fields and different
models have been developed for this purpose [Smilde et al., 2004, Tomasi and Bro,
2006], however, not much attention was given to classification methods for multi-
way arrays. In the few available papers the usual way is to unfold the multi-way
data array into an ordinary matrix and then to apply traditional multivariate tools
for classification. Another possibility is to use a decomposition method like Can-
decomp/Parafac which decomposes the trilinear structure into one score and two
loading matrices with a given number of factors and then to perform Fisher’s LDA
or SIMCA on the score matrix [Kroonenberg, 2008].

Durante et al. [2011] were the first to propose a true multi-way approach to classifi-
cation of such data by defining a procedure which they call N-SIMCA. They extend
the traditional SIMCA method to three-way arrays and provide code in MATLAB
for performing the computation, considering different alternatives for class alloca-
tion. Similarly as in two-way SIMCA, a separate decomposition model, say CAN-
DECOMP/PARAFAC, will be build for each class. The number of factors can be
chosen different for the different classes, using one of the known methods for this
purpose or evaluating the misclassification error rate by cross validation. The clas-
sification rule is defined based on the distance di,j of a sample i to a class j, which
is constructed as a linear combination of two distances defined for the three-way
model: orthogonal distance (OD) and score distance (SD). The orthogonal distance
measures the distance of the sample to the model space in terms of squared residuals
and the score distance measures how much the estimated scores of a sample deviate
from the center of the scores.
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The PARAFAC model and the principal component analysis (PCA) which is used
for decomposition of the data matrix in two-way SIMCA, both rely on least squares
techniques for conducting the computations and as such will be influenced by outliers
present in the data. To cope with this problem in the two-way case Vanden Branden
and Hubert [2005] proposed a robust version of SIMCA which essentially replaces
the classical PCA by robust PCA (ROBPCA) and redefines the classification rule in
such way that possibly outlying samples will not influence much the results. In the
three-way case we replace the classical PARAFAC by a robust version which was
introduced by Engelen and Hubert [2011] and adapt the classification rule to use
the standardized robust distances generated by this model. The standardization is
done by dividing the distances by suitable cut-off values which, apart from being
used in the classification rule, also define a critical region which can be visualized in
a diagnostic plot as introduced and discussed for the robust PARAFAC in Engelen
and Hubert [2011].

The proposed algorithm is evaluated on simulated data from PARAFAC model in
which the mode one scores are randomly generated by considering a structure with
several classes. Different types of outliers are included to demonstrate the stability
of the model estimation and misclassification errors are estimated and reported. The
performance of the new method is also illustrated on a real-life example. Robust as
well as classical N-SIMCA functions are implemented in the R package rrcov3way
available on CRAN. All computations were carried out with this package.
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Classification is an important statistical task where an observation is assigned to one
of the non-overlapping known groups, based on the statistical properties of the data
characterizing these groups. Statistics, machine learning, data science, and pattern
recognition are some of the areas that use this family of methods to solve practical
problems. Recently, trace ratio (TR) optimization (see Ngo et al. [2012]) has gained
in popularity due to its computational efficiency for high-dimensional data, as well as
occasionally better classification results. Like Fisher’s discriminant analysis (FDA),
TR uses linear dimensionality reduction strategies for the multigroup classification
problem. However, a statistical understanding is still incomplete.

In this work, we propose a robust TR method, obtained by exploiting MCD robust
estimates family of the within and between covariance matrices. The method can
deal with high-dimensional data since it uses regularized MCD estimates (MRCD,
Boudt et al. [2020]). However, when the number of observations per class is lower
than the number of variables, a high number of irrelevant variables for the classifica-
tion problem has a negative impact on the performance of the estimation methods,
even on the robust ones.

We compare TR and FDA on synthetic and real datasets. Synthetic scenarios con-
sider cases where one method performs better than the others. In this case, FDA
and TR are used as classifiers and are compared with two different criteria. While
the first one is based on the performance of the associated classification rules, the
second criterion is related to the proximity between the true solution of one method
and the estimated one. Real datasets have been chosen from the UCI and KEEL
platforms, and they illustrate the performance of FDA and TR as dimensionality
reduction methods, used before the construction of a classifier. In many of these
datasets, FDA is as good as or better than TR. Moreover, robust TR shows clear
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improvements compared to classical TR in several datasets.
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Ordinal discrete data obtained from questionnaires are common in many scientific
fields, such as psychology, business, and social sciences. Such data are frequently
called rating-scale data because they are measured by having respondents choose
one answer category (the rating) out of a fixed number of answer categories (the
scale) in a given questionnaire item. Answer categories are typically numeric such
that a larger value corresponds to stronger agreement to the item, thereby rendering
rating-scale data ordinal. Rating-scale data are often a discrete measurement of a
latent continuous variable (such as a personality trait), and multiple items measuring
the same latent variable are called a construct.

Not much is known about the robustness properties of standard estimators when
applied to rating-scale data. Due to the bounded and discrete nature of such
data, existing results from robustness theory are often not applicable because of
their implicit assumptions that outlying data points may be characterized by an
arbitrarily large magnitude. In rating-scale data, outliers are item responses of
individuals with “low or little motivation to comply with questionnaire instructions,
correctly interpret item content, and provide accurate responses” [Huang et al. ,
2012]. Such individuals are called careless respondents, and there is substantial
empirical evidence that even a low prevalence of careless respondents of about 5–
10% can jeopardize the validity of research findings in questionnaire-based studies
[e.g., Arias et al. , 2020, Credé , 2010].

In this paper, we study from a theoretical perspective the robustness properties
of popular location, scale, and association estimators in rating-scale data (where
contamination occurs through careless responding). We focus on association estimation
because correlation plays a crucial role in confirmatory factor analyses, which are
commonly employed when the data measure multiple constructs. In particular,
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we derive maximum bias curves and breakdown values of correlation estimators
such as Pearson’s. Furthermore, we study how robustness properties are affected
by questionnaire design, for instance through the number of answer categories,
construct size, and construct reliability.
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1 Summary

We study asymptotic properties of a class of maximum association estimators for
a general regression model. We maximize an association measure R between a lin-
ear combination of covariates and a univariate respons. This association measure
R can be the Pearson, Spearman, Kendall, Quadrant or another type of associa-
tion. The generalized regression model includes the linear transformation model,
the binary choice model, and the censored regression model. We show that Fisher
consistency holds for a fairly large class of association measures and under mild
distributional assumptions. We derive expressions for the influence function and
compute asymptotic variances for several models and associations measures. Finite
sample efficiencies are investigated by means of simulation.

2 Model

The general regression model we consider is the same as in Han [1987]. The re-
sponse is a one dimensional random variable Y and the covariates are collected in
a multivariate random variable X. The general regression model states that there
exist functions D and G such that

Y = D ◦G(βT
0 X, ε). (1)

with β0 the true parameter. The random variable ε is an error term independent
of X. The transformation D ◦ G is a composite function where D : R → R is
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nonconstant and nondecreasing and G : R2 → R is strictly monotonic increasing in
both arguments. Many well known models are special cases of this general regression
model. We list a number of models which we will discuss in more detail.

1. Linear transformation regression model: F (Y ) = βT
0 X + ε, with F monotone

increasing.
2. Binary regression model: Y = I(βT

0 X+ε > 0), with I(·) the indicator function.
If ε follows a normal distribution this is a Probit model. If ε has a logistic
distribution, it is a Logit model.

3. Censored regression model: Y = max(βT
0 X+ ε, 0). If ε has a normal distribu-

tion, this is the Tobit model.

3 Estimator

The purpose is to estimate the parameter without knowing or specifying D and
G. It is only possible to estimate β0 up to a constant factor, and therefore we
assume ||β0|| = 1. The estimator we study is defined as the maximizer of an
association measure between the linear predictor βTX and the response Y . The
association measure R can for example be the Pearson, the Spearman, the Kendall
or the Quadrant correlation. Robustness properties of these association measures
are presented in Croux & Dehon [2010].

Han [1987] showed that if R is the Kendall correlation, and under very mild distri-
butional assumptions on X, the estimator is consistent for β0 at the model distribu-
tion. Sherman [1993] showed

√
n-consistency if R is the Kendall or the Spearman

correlation, respectively. In Alfons et al. [2017] Fisher consistency is shown for
a general association measure R, but only for the linear transformation regression
model. They compute the influence function and asymptotic variances assuming
that (X, Y ) has a jointly elliptical distribution, so excluding for instance the binary
regression model.
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1 Abstract

Outliers contaminating data sets are a challenge to statistical estimators. Even a
small fraction of outlying observations can heavily influence most classical statistical
methods. In this talk we propose generalized spherical principal component analy-
sis (GSPCA), a new robust version of principal component analysis that is based
on the generalized spatial sign covariance matrix [Raymaekers & Rousseeuw, 2019].
We discuss supporting theoretical properties of the proposed method including influ-
ence functions, breakdown values and asymptotic efficiencies, and show the results
of a simulation study to compare our new method to existing methods. We also
propose an adjustment of the generalized spatial sign covariance matrix to achieve
better Fisher consistency properties. We illustrate that generalized spherical prin-
cipal component analysis, depending on a chosen radial function, has both great
robustness and efficiency properties in addition to a low computational cost.
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Conformal inference methods are becoming all the rage in academia and industry
alike. In a nutshell, these methods deliver exact prediction intervals for future
observations without making any distributional assumption whatsoever other than
having iid, and more generally, exchangeable data. This talk will review the basic
principles underlying conformal inference and survey some major contributions that
have occurred in the last 2-3 years or. We will discuss enhanced conformity scores
applicable to quantitative as well as categorical labels. We will also survey novel
methods which deal with situations, where the distribution of observations can shift
drastically — think of finance or economics where market behavior can change over
time in response to new legislation or major world events, or public health where
changes occur because of geography and/or policies. All along, we shall illustrate the
methods with examples including the prediction of election results or COVID19-case
trajectories.
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1 Abstract

Functional data analysis aims to provide tools for analysing data collected in the
form of functions or curves which appear in fields such as chemometrics, image recog-
nition and spectroscopy, among others. Functional data are intrinsically infinite–
dimensional and, as mentioned for instance in Wang et al. [2016], this infinite–
dimensional structure is indeed a source of information. For that reason, even when
recorded at a finite grid of points, functional observations should be considered as
random elements of some functional space rather than multivariate observations. In
this manner, some of the theoretical and numerical challenges posed by the high
dimensionality may be solved. This framework led to the extension of some classical
multivariate analysis concepts, such as linear regression or logistic regression, to the
context of functional data, usually through some regularization tool. An overview
of different tools for analysing this type of data may be see in Ramsay & Silverman
[2005], see also Horváth & Kokoszka [2012].

The functional logistic regression model assumes that (yi, Xi), 1 ≤ i ≤ n are in-
dependent observations such that yi ∈ {0, 1} and Xi ∈ L2(I) with I a compact
interval, that, without loss of generality, we assume to be I = [0, 1] and that the
model relating the responses to the covariates is given by

P(yi = 1|Xi) =
exp {α0 + 〈Xi, β0〉}

1 + exp {α0 + 〈Xi, β0〉}
,

where α0 ∈ R, β0 ∈ L2(I) and 〈u, v〉 =
∫
I u(t)v(t)dt stands for the usual inner

product in L2(I).

As mentioned in Wang et al. [2016], one of the challenges in functional regres-
sion is the inverse nature of the problem, which causes estimation problems mainly
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generated by the compactness of the covariance operator of X. The usual prac-
tices to solve this problem is regularization which can be achieved in several ways,
either reducing the set of candidates for estimating β0 to those belonging to a finite–
dimensional space spanned by some bases, such as spline, Fourier, or wavelet bases
or by adding a penalty term as when considering P−splines or smoothing splines. A
special case of the former procedure corresponds to selecting the principal direction
basis, that is, the one generated by the eigenfunctions of the covariance operator.
However, a key difference with the method considering fixed basis such a B−splines
is that basis functions need to be estimated rather than pre–specified. This data–
dependence of the basis introduces additional technical difficulties when deriving
consistency results. In this talk, we will focus on the situation where the basis is not
data–dependent but known. Clearly the regularization process involves the selection
of the basis dimension which should increase with the sample size at a given rate.

Taking into account the sensitivity of these estimators to atypical observations and
based on the ideas given for euclidean covariates by Bianco & Yohai [1996] and
Croux & Haesbroeck [2003], we define robust estimators of the intercept α0 and the
slope β0 following a sieve approach combined with weighted M−estimators. Theo-
retical assurances regarding the consistency and convergence rates of our proposal
will be presented. Besides, through the results of a numerical study, we will illustrate
the sensitivity of the classical estimator and the stability of the proposed method.
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Abstract

In many real data examples, not only location but also scale and even skewness of
the response variable may depend on some explanatory variables. In these cases,
joint modeling of location, scale, and skewness may be needed to fully determine and
take into account all features of the data set under consideration. The joint location,
scale, and skewness model of the skew-normal distribution provide a useful tool for
such responses where the normality assumption can be relaxed to allow for skew-
ness in the data. However, in the literature, the parameter estimation methods used
for these models are typically limited to classical approaches which are sensitive to
outliers. However, since the parameter estimation methods used for these models in
the literature are typically limited to classical approaches, the obtained estimators
can be drastically affected by possible outliers in the data. Therefore, using robust
estimation methods may be necessary to obtain robustness against outliers. Another
challenging problem for these models is the selection of important explanatory vari-
ables for each model. In this study, we will consider the joint regression modeling
of the location, scale, and skewness of the skew-normal distributed responses with
two main objectives. One of these objectives is to use the maximum Lq-likelihood
(MLq) estimation method to achieve robustness in estimating all the parameters of
the sub-models in joint modeling of the location, scale, and skewness parameters
of the skew-normal distribution. The other is to combine MLq estimation with the
penalized estimation methods to carry on variable selection in all these models in
order to determine the important explanatory variables for the models and therefore
the model parameters corresponding to these models. An expectation-maximization
(EM) algorithm is given to compute the MLq and penalized MLq estimates, and a
simulation study and an application to real data are provided to demonstrate the
performance of the proposed methods over the classical methods in the presence of
outliers.
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Abstract

The use of the so-called “classification trimmed likelihood” curves has been
proposed as an useful heuristic tool to determine the number of clusters and
trimming proportion in trimmed-based robust clustering methods L. Garćıa-
Escudero et al. [2011]. However, these curves needs a careful visual inspection
and the corresponding choice of parameter is far from being fully automated
since it requires subjective decisions [L. Garćıa-Escudero et al. , 2016]. This
work is intended to provide a theoretical support of their use and better
understand the elements involved in their derivation. A parametric bootstrap
approach will be presented so that the choice of parameter is automated. This
idea provide a small list of sensible choices for the parameters where the user
can hopefully find the one that better fits his/her aims.
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Grouping observations into homogeneous groups (or ”clusters”) is one of the most
typical tasks in statistical data analysis. Among the many methods that have been
proposed over the years, model-based clustering is one of the most popular [McLahan
and Peel, 2000]. Model-based clustering relies on the assumption that the observed
data come from a mixture model, which means that the observations can be divided
into a finite number of clusters characterized by a specific distribution.

One reason for the popularity of model-based clustering is that the distributions of
the clusters are usually chosen with a parametric class (e.g., a multivariate Gaus-
sian), which makes the interpretation of the results particularly easy. Another reason
for this popularity is that the maximum likelihood estimates of the parameters can
be obtained via the well-known EM algorithm (Dempster et al. [1977]).

Nevertheless, one of the weaknesses of model-based clustering methods is their sen-
sitivity to misspecification of emission distributions or to the presence of (possibly
numerous) outliers. In both cases, this results in a high proportion of misclassified
observations or a poor estimate of the number of clusters Garćıa-Escudero et al.
[2010].

Here we focus on the robustness of model-based clustering methods to the presence
of outliers, meaning that we make no assumptions about how outliers deviate from
prescribed emission distributions. To this end, we adopt a fully parametric model-
based clustering framework, but modify the EM algorithm (specifically, the M-step)
to ensure robustness. Our method is valid for any symmetric emission distribution
and uses the estimation of the median vector and median covariation matrix instead
of the mean vector and covariance matrix [Vardi and Zhang, 2000, Cardot et al.,
2013, Cardot and Godichon-Baggioni, 2015]. In particular, it was proven (see Kraus
and Panaretos [2012]) that for symmetric distributions, the MCM and the usual
covariance have the same eigenvectors. Nevertheless, although recursive estimation
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of the MCM has been studied in Cardot and Godichon-Baggioni [2015], no method
to construct the covariance from the MCM has been proposed. We first propose
methods to obtain robust estimates of covariance before applying it to model-based
robust clustering. The detailed procedure is described in Godichon-Baggioni and
Robin [2022] and all the methods are available in the R package RGMM on CRAN.
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Abstract

Time series containing non-negligible portion of possibly dependent zeros, whereas
the remaining observations are positive, are considered. They are regarded as
GARCH processes consisting of non-negative values. Our first aim lies in esti-
mation of the omnibus model parameters taking into account the semi-continuous
distribution. The hurdle distribution together with dependent zeros cause that the
classical GARCH estimation techniques fail. Two different robust quasi-likelihood
approaches are employed. Both estimators are proved to be strongly consistent and
asymptotically normal. The second goal consists in the proposed predictions with
bootstrap add-ons. The considered class of models can be reformulated as mul-
tiplicative error models. The empirical properties are illustrated in a simulation
study, which demonstrates computational efficiency of the employed methods. The
developed techniques are presented through an actuarial problem concerning sparse
insurance claims.
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Abstract

Assume a spatial blind source separation model in which the observed multivariate
spatial data is assumed to be a linear mixture of latent stationary spatially uncor-
related random fields. The goal is then to recover an unknown mixing procedure as
well as latent uncorrelated random fields. Recently, spatial blind source separation
methods that are based on simultaneous diagonalization of two or more scatter ma-
trices were proposed. In case of uncontaminated data such methods are capable of
solving the blind source separation problem, but in presence of outlying observations
the methods perform poorly. We propose a robust blind source separation method
which uses robust global and local scatter matrices based on generalized spatial signs
in simultaneous diagonalization. Simulation studies are used to illustrate robustness
and efficiency properties of proposed methods in various scenarios.
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The fundamental problem of estimating the location of a d-variate probability mea-
sure under an Lp loss function is considered. The naive estimator, that minimizes
the usual empirical Lp risk, has a known asymptotic behaviour but suffers from
several deficiencies for p ̸= 2, the most important one being the lack of equivariance
under general affine transformations. We introduce a collection of Lp location esti-
mators that minimize the size of suitable ℓ-dimensional data-based simplices. For
ℓ = 1, these estimators reduce to the naive ones, whereas, for ℓ = d, they are equiv-
ariant under affine transformations and generalize the famous [Oja, 1983] median.
The proposed class also contains the spatial median. Under very mild assumptions,
we derive an explicit Bahadur representation result for each estimator in the class
and establish asymptotic normality. Under a centro-symmetry assumption, we also
introduce companion tests for the problem of testing the null hypothesis that the
location µ of the underlying probability measure coincides with a given location µ0.
We compute asymptotic powers of these tests under contiguous local alternatives,
which reveals that asymptotic relative efficiencies with respect to traditional para-
metric Gaussian procedures for hypothesis testing coincide with those obtained for
point estimation. Monte Carlo exercises confirm our asymptotic results.
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1 Robust Elastic Net Estimators

Regularized linear regression estimators are routinely used in situations where some
variable selection or shrinkage may be advantageous due to multicollinearity in the
training data, or when there are more explanatory variables than observed items.
Although both of these problems can be addressed by using penalized regresssion
estimators, the underlying goals of the analyses may be different. For example, in
the first case we might be content with finding a subset of explanatory variables that
is identifiable and produces stable regression estimates and good future predictions.
Alternatively, we may be interested in identifying all explanatory variables that are
correlated with the response, and not just “a” subset of them that produces good
predictions, even when the number of observations is smaller than the number of
covariates. In the last 25 years, these problems have driven the development of a
very rich and extensive literature on different variants of regularized estimators. For
example, while the LASSO estimator [Tibshirani , 1996] typically works well for the
first type of problems, it is well known to not be suitable for the second situation.
The Elastic Net [Zou & Hastie , 2005] and other modifications of the LASSO provide
alternatives that are designed to work well in a variety of scenarios, and which can
be tuned to achieve the different goals mentioned above. It is well known that in
general these estimators can be seriously affected by a small proportion of atypical
observations in the training set. Many robust regularized linear regression estimators
have been proposed in the literature in recent years, e.g. Alfons et al [2013], Loh
and Wainwright [2015], Loh [2017], Smucler and Yohai [2017], Avella-Medina and
Ronchetti [2018], Cohen Freue et al [2019] and Kepplinger & Cohen Freue [2023].
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In this talk I will discuss some of these proposals with a focus on effective variable
selection.
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Multi-way data extend two-way matrices to a higher dimensional tensor. In many
fields, it is relevant to pursue the analysis of such data by keeping it in its initial form
without unfolding it into a matrix. Often multi-way data are explored by means
of dimensional reduction techniques. Here, we study the Parallel factor analysis
(PARAFAC) model, which expresses the multi-way data in a more compact way
through a small set of loading matrices and scores.

The most common algorithm to fit this model is by means of an Alternating Least
Squares (ALS) algorithm. However, it is well known that ALS is not robust to
outliers. Robust alternatives which are resistant towards rowwise outliers have been
proposed in the past [Engelen and Hubert, 2011, Hubert et al., 2012], the latter
approach being able to cope with missing values as well.

These methods are however not resistant towards cellwise outliers that might con-
taminate all observations. A new algorithm is proposed that generalizes the MacroPCA
method for two-way data [Hubert et al., 2019] towards multi-way data. We show
with simulations and the analysis of real data that this MacroPARAFAC method
is robust to rowwise and cellwise outliers while also being able to handle missing
elements.
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1 Introduction

Consider a linear regression model where n observations are modelled through,

yi = x⊤
i β + εi, i = 1, . . . , n, (1)

where yi is the response, xi is a p-vector of predictors, β is a p-vector of regression
parameters and εi is an independent random error with variance σ2. The propa-
gation of cellwise outliers under the independent contamination model is dramatic
[Alqallaf et al., 2009]. For a cell contamination rate e, the expected row contamina-
tion proportion is 1−(1−e)p, which on average rapidly exceeds 50% with increasing
dimension p. Traditional robust methods may fail when applied to datasets under
cellwise contamination. We propose to use the Gaussian rank correlation [Boudt
et al., 2012] to obtain an initial empirical correlation/covariance matrix among the
response and potential active predictors. We re-parameterise the design matrix and
the response vector of the original linear regression model so that we are able to
take advantage of these robustly estimated components before applying the adap-
tive Lasso to obtain variable selection results.

2 Methodology

Given a cellwise robust positive definite covariance matrix estimate Σ̂ (from the
Gaussian rank correlation [see e.g., Boudt et al., 2012, Amengual., 2022] and robust
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scale estimates), we denote Σ̂yy, Σ̂xy, Σ̂xx to be the components of the empirical
covariance matrix among the predictors and the response,

Σ̂ =

[
Σ̂yy Σ̂xy

Σ̂⊤
xy Σ̂xx

]
. (2)

Then we define [ẑ,Ŵ] = Σ̂1/2, where ẑ denotes the first column of Σ̂1/2 and Ŵ
denotes the remaining columns. For a linear regression model, the quadratic loss
function can be expressed as

argmin
β

n∑

i=1

(yi − x⊤
i β)

2

= argmin
β

{
Σ̂yy + β⊤Σ̂xxβ − 2β⊤Σ̂xy

}
(3)

= argmin
β
∥ẑ− Ŵβ∥22. (4)

To obtain variable selection results, we combine the objective loss (4) with the
adaptive Lasso [Zou., 2006]

argmin
β

{
∥ẑ− Ŵβ∥22 + λ∥ω̂β∥1

}
, (5)

where λ is the tuning parameter, ω̂ = Diag(1/β̃) and β̃ = Σ̂−1
xx Σ̂xy is an initial

non-regularized robust consistent estimate of β.

This procedure is robust to cellwise outliers in low and high dimensional settings.
Empirical results show good selection results and competent prediction results com-
pared to other robust techniques such as [Bottmer et al., 2022], particularly in a
challenging environment when contamination rates are high but the magnitude of
outliers is moderate.
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Abstract

Outlier detection is a big part of functional data analysis as it is crucial
to find atypical curves to prevent bias in subsequent analysis. This paper
proposes a new method for finding irregular functional data, the minimum
regularized covariance trace estimator (MRCT). It searches for a subset of
the data for which the standardization results in the covariance with mini-
mal trace. This framework includes inverting the singular covariance operator
by the Tikhonov regularization. The proposed iterative algorithm consists of
concentration steps in which the dissimilarity is based on a functional Ma-
halanobis distance defined on the reproducing kernel Hilbert space. Further-
more, the selection of the Tikhonov regularization parameter is automated.
The method converges fast in practice and performs favorably compared to
other functional outlier detection methods.
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1 Motivation

A proper analysis of financial markets always relies on the ability to detect and
estimate all kinds of sudden shocks—changepoints—which randomly and repeat-
edly occur over time. On the other hand, the changepoint detection is, in general,
well known as a complex, sophisticated, and rather difficult problem in statistics.
Moreover, the overall complexity of the problem even increases if the underlying
shocks are assumed to be of different nature and some basic distinction between the
corresponding types of the occurring changepoints is of the main interest.

2 General Framework

In Maciak & Vitali [2023], we introduce a unique methodological approach to recog-
nize and detect a specific type of stochastically relevant (significant) changepoints
within a sequence of time-dependent functional profiles—the options’ implied volatil-
ity (IV) smiles in particular. The main focus is on changes caused by various exoge-
nous effects (induced not by the market itself but rather by of some human-made
interactions). A standard implied volatility tool (commonly used for the option
market analysis by practitioners) is shown to be insufficient for a proper detection
and analysis of this type of the market risk. This is mainly because the exoge-
nous changes are typically dominated by endogenous effects coming from a specific
trading mechanism or a natural market dynamics (such as the so-called “getting-
close-to-maturity” effect for example).
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A unique methodological approach based on “artificial options” that always have a
constant (over time) maturity is proposed. The key principle is to use interpolated
volatilities that are shown to be able to effectively eliminate instabilities due to the
natural market dynamics while the changes caused by the exogenous causes stay
preserved. In addition, a robust semi-parametric estimation of the time-dependent
IV smile profiles can be employed to postulate an underlying model that fully com-
plies with the financial theory on arbitrage-free markets (see, for instance, Maciak
& Vitali [2023] or Maciak et al. [2020]).

Formal statistical tests for detecting significant changepoints are proposed under
different theoretical assumptions and various practical scenarios. The overall per-
formance of the proposed tests is investigated from both—the theoretical as well as
the empirical perspective. Finally, important applicational issues are addressed and
real data examples are given for some illustration.
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Güney Yeşim 132

H
Halconruy Hélène 11, 12
Hao Otso 43, 44
Haziza David 85–88
Hennig Christian 134
Hirari Mehdi 144
Hochstenbach Michiel 119, 120
Hubert Mia 22, 144
Hudecova Sarka 137

I
Inouzhe Hristo 112, 113
Insolia Luca 53

J
Jonca Clément 41
Jureckova Jana 29, 30

K
Kalogridis Ioannis 24
Kenney Ana 53
Kent John 74, 75

International Conference on Robust Statistics 2023 152



Kepplinger David 141, 142
Keziou Amor 13
Klooster Jens 31
Kravchenko Igor 119, 120

L
Le Gall Caroline 41
Le Pennec Erwan 80, 81
Lecestre Alexandre 82, 83
Lejeune Clément 19, 20
Lepore Antonio 21
Lewitschnig Horst 54, 55
Leyder Sarah 125
Li Tianyi 19, 20
Lopuhaa Rik 8, 9
Louvet Gaetan 45, 51

M
Maciak Matus 148, 149
Madhar Nisrine 37
Maillard Guillaume 11, 12
Makong Ludovic 38, 39
Marcus Mayrhofer 54, 55
Marozzi Marco 65, 66
Mayo-Iscar Agustin 106, 107, 134
Melnykov Volodymyr 108, 109
Melnykow Yana 108, 109
Miranda M.cristina 32, 33
Monti Anna Clara 61
Morelli Gianluca 134
Mozharovskyi Pavlo 17, 18
Muehlmann Christoph 139

N
Nielsen Bent 43, 44, 56, 57
Nordhausen Klaus 48, 104, 139

O
Oguamalam Jeremy 147
Oliveira M. Rosário 119, 120
Orso Samuel 97

P
Paindaveine Davy 140
Palumbo Biagio 21
Perrotta Domenico 40
Pesta Michal 137
Pfeiffer Pia 49, 50
Puchhammer Patricia 58, 59

Q
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